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Abstract

The problem of error probabilities evaluation for the sequential probability
ratio test under functional distortions in the Ls-metrics is analysed. Asymptotic
expansions for the type 1 and II error probabilities are constructed.

1 Introduction

The sequential method of hypotheses testing is widely used for information processing
in medicine, statistical quality control, biology and finance. A profit of sequential
procedures is that the average number of observations is less than for the equivalent
tests procedures based on a fixed number of observations {6]. The sequential probability
ratio test (SPRT) proposed by A. Wald [6} is considered in the paper because it is used
for practical purposes [5].

The SPRT can be applied effectively if the observed data satisfy the theoretical
model. One of the essential sequential approach disadvantages is that the probabilities
of types I and II errors are influenced greatly by the distortions in observations. In [1]
we develop the approach proposed in (3] for robustness analysis where observed data
is contaminated by the outliers of Tukey and Huber type [2]. In this paper we provide
the robustness analysis for case of functional distortions of the probability distribution
of observations.

2 Mathematical Model

Let random observations x;, &,,... be independent and identically distributed accord-
ing to a probability density function f(z,8) with a parameter § € © = {6,,6,}. The
true value of 6 is unknown. Let the cumulative distribution function F(x,8) corre-
sponds to f(z,8).

There are two simple hypotheses on the value of the parameter:

Hgllg:gg, H129=91. (1)

Denote the accumulated likelihood ratio statistic:

Ap = M@, mn) = D v, (2)
=1
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where [(0.0,)
I, 0
f(xh 90) (3)

is the likelihood ratio statistic calculated for the observation z,.

To test the hypotheses {1) by n = 1.2,... observations sequentially, the SPRT is
used:

/\t = A[.’L"g) = In

N=mn{neN:A, &(C_,C,)}, (4)
d = lig, +o0)(AnN), (5)

where N is the stopping time, at which the decision 4 is made according to (5). In (4)
the thresholds €., C, € R are the parameters of the test defined according to [6]:

C =l ¢, =niz® (6)

where oy, 8, are given maximal possible values of probabilities of types I and 1l errors
respectively. It is known [6] that ap, G, are just approximate values of the factual error
probabilities of types I and 1L

Let us make the following assumptions:

Al) the function f{x,f) has the finite derivative of the order 1 and 2 on z, and
f(0,8) £0,0 € ©;

A2} the function A(z)}, defined by (3), is strictly monotone w.r.t. z and has the
non-zero derivative.

These assumptions are satisfied, for example, by members of the exponential family
of probability distributions that have the following kind of probability density function:

f(z,8) = a{x) b(F) exp{c(z} d(F)},

where

1} the functions a(z), ¢{x) have finite derivatives of the order 1 and 2, also a(z)} # 0
and b(@) # 0;

2) the function ¢(x) has the derivative of the constant sign, i.e. ¢(z) > 0, Vz, or
cd{x) < 0, Yz, and d{6;} # d{8;).

Without loss of generality, suppose that the hypothesis Hp is true, so the value of
the probability of type I error is considered.

To approximate the error probability a of the sequential probability ratio test (4),
(5), the approach proposed in [4] is applied.

Denote h = {C; — C_)/m, where m € N is the parameter of a fragmentation
(approximation). Introduce the random sequences

M:gx,ﬂ=gx;
="
7

i
h, A;-:[ }h,t22; M =N +hieN
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Construct absorbing Markov chains L, L} with the states {0,1,...,m,m + 1} where
( and m + 1 are absorbing ones:

0, 2f A, €{—c0,C_ -4, 0, of A} €(—o00,C],
Li=¢ 0 of A;=C_+0-Dh, Li=¢1 1f A =C_+1h, 1=Tm,
m+1, 1f A7 €[C,,00), m+1, of Af €|Cy+ h,o00).

(7)

Theorem 1. If assumptions Al and A2 are hold for the considered model, then the
watial probabilities and the one-step transition probabilities of the Markov chamns L
and L are

mt = FAYC- +1h) = FAHC- + (1= 1) R)),

my = F(ATH(CL)),

a1 = 1 = F(ATHCL));

pr, =P, = FOH(3 — 1+ 1R) = FH((7 - 0)R),
Pio =12, = FOH(1 = 9)h), o
pe_,m-i-l = pr;+l—z =1- F()‘—l((m -1+ l)h))= L= Irm;
Pt =P =Pig-yp k=1m, I=0,m+1,

where A71(-) 1s the wmuverse function to the function X(-) specified by (3).

Denote m = n*. Probabilities pj’, are the elements of the matrices P* € R™™ and
R* e R™2 Jet §* =] — P,

Let « be the probability of type I error for the SPRT (4}, (5). Let a;, and o, be
the probabilities of absorption in the state m + 1 for the Markov chains L and L}
respectively.

It is proved in [4] that the probabilities o, « and of, satisfy the inequality
a,, < o < af and the asymptotic equality o}, — a, = O(h), b — 0, is also fulfilled.
So as the approximation of an unknown value of @, one can take &, = (o}, + o) /2
The deviation from this value is ja — &n,| < (af — a7) /2.

3 Error Probabilities under Distortions

Let the observations z; in the SPRT (4), (5) have a probability density function f;(z, §)
that is unknown and different from the theoretical one f(z, &), but the distance between
fi{z,8) and f(z,8) in the L, metrics is supposed to be not more than ¢

( /R \F(z, 8) — fl(m,B)Fdx)% <e.

Let 71, PE and RE be the vector of initial probabilities and the matrices of one-step
transition and absorption probabilities of the Markov chains LE (7) in case where
observations z, are distributed by the probability density function fi(z,8). Let ok (e)
be the probabilities of absorption of the Markov chains L.
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Lemma 1. If assumptions Al and A2 are hold for the hypothetical and distorted mod-
els, then the follounng equabities are satisfied elemeni-by-element;

|m — 7wl <#e, |PE-— P < P¥s |RE - RE < Rte,
where %, P* and R are the constant matrices that are independent of fi(z,8).

Theorem 2. The probabilities o, (g) and o (e) at ¢ — O safisfy the asymptotic ea-
pansions

af(e) = af + afe + O(e?),
where N N
laf] < #($)'RT +#(§5) T PE(SE)TIRT + 1 (5 RE

Theorem 2 states that the difference between the type I error probability of the
distorted model and the type I error probability of the hypothetical model has the first
order on €, and gives the upper estimate of the appropriate coefficient.
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