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Abstract

Statistical estimation of model parameters for antoregressive time series un-
der right censoring is considered. Maximum likelihood estimators for model
parameters are constructed. Comparison of the maximum likelihood estimators
and some "traditional” estimators is made. Numerical results are given.

1 Introduction

Autoregressive model of order p (AR{p)) is widely used to describe stochastic processes
in many ficlds, such as economy. finance, meteorology, medicine {1,2]. The case of "full
data” for this model, where all observations are exactly known, is well studied. In
practise, however, time series are usually observed under different distortions, and in
this case classical estimators of model parameters are usually biased and inconsistent.
That is why it is necessary to construct new robust methods for estimation of model
parameters [3].

In this paper we consider distortions generated by right censoring, that are often in
engineering, economics, business, etc {4]. Censoring means, that exact values of some
observations are unknown and it is only known that they belong to certain intervals.
In the case of right censoring it is only known that true values of some cbservations
are greater than given cutoff values. Right censoring can appear because of detection
limits of measuring devices, high costs of measurement, disorders of equipment, etc [4].

2 Mathematical model

Consider the AR{p} time series model [1]

P
I, = Z 9,‘.’1:‘_; + Ut,t € Z, (1)

=1
where ¢;,..., 8, are unknown coefficients of the autoregression; all roots of the char-
acteristic polynomial 2 — 37 #,2P™" are inside the unit circle; {u;} are i.i.d. normal

random variables, E{w;} = 0, D{w} = 0% < +oc.
Instead of the true values x,,...,ry we observe only random events:

r={x€e A}, ie{l,....T}, (2)
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where {A,} are some known Borel sets, T is the length of the observation process. In
this paper we consider two possible cases: 1) A; = {xz,} is a singleton, then the value of
the t-th observation z; is known; 2) A, = [¢;, +00) is an interval, where ¢, is a known
cutoff level, then the observation x, is censored.

The right censored time series {2) can be represented as a sequence of fragments
with fully observed data and fragments with fully censored data. Let 7, be the length of
the :-th fragment of censored data and £; be the initial time moment of this fragment,
i €{1,..., M}, M be the number of the censored fragments.

The main problem considered in this paper is to construct a robust estimators of
the model parameters {6,}’_,, o based on random events (2).

To simplify our results we consider only the case of AR(1) model. However, all our
results can be generalized for the case of p > 1.

3 Log-likelihood function

Introduce the notations:

(33) m e’ s —

the standard normal probability density function;

+0o0
L(y,m.s) = j(t - m)”écp (L%E) dt. ve NU{0}. y,m.s € R: (3)
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Ty, ae=1i=1

Note that (3) are calculated in {5]. Also note that functions (4) (6) cannot be
explicitly calculated in practice, because they are represented as an infinite sum of
terms. In practice we will use a finite number (kn,..) of terms to approximate these
functions.

Theorem. If the autoregression order p = 1 and the number of the censored fragments
M > 1, then the log-likelthood function for the right censored tyme series (1). (2} 1s

v 1— 62
I(HI,O‘) = 5”'1 ].Il Fg(l‘t;,.,ﬂ,?‘llﬂl,cf) -+ (1 - 5;;‘1) (lngo (xl_g____#]_) -+

V1-6%
+In HT_I + l*(]_,t; - IIQI,J) + In 5 ($¢;~1,$g;+71,71191.0')) +

M-1
+ 3 (s + et = 181, 0) + In Fi(@eo1, T, 7)[61,0) +
=2

+F(t;yf__1 + TAf =1+ tiﬁ’ - 1|91,0’) + 5;;44,7”‘7" lI'l F3($t34+7”, TMlﬁ;,O’)“l‘
+(1 - 5t;w+fM,T) (ln M (xti,f-—lsmti{—!-fn,f}’erBl:J) + M (th + TM,T|91,U)) : (7

Maximum likelihood estimators {MLE) of (61, 0) are the solutions of the extremum
problem: A
(61,06) = argmax (6, ). (8)
1.7

4 Numerical results
To estimate the model parameters the following approach is widely used [4]: censored

observations are replaced by the values of the corresponding cutoff levels ¢; and then
classical estimators, for example the least squares estimators (LSE), are calculated.
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Computer experiments are performed to compare MLE and LSE described above for
right censored times series. The experiment consist in the following: 1) autoregressive
time series of the length T = 300 is generated with parametersp =1, 8, = ~-0.3, 0 = 1;
2) if &y > ¢, ¢, = 0.01, then the random event A; = {&, > ¢} is observed; 3) The
MLE and LSE of the parameter 8; are calculated in assumption that the paramcter
o is known. The MLE of the 8; can be approximately found by the tabulation of the
likelihood function (7} with certain accuracy. To calculate (7) kyaw = 2 or kg = 6
summands in (4) (6} are used.

The results of the experiments are given in the Table 1. As we can see the least
square method gives unacceptable results {the average error is grater than 0.4). The
maximum likelihood method gives much better results. Also the more summands are
used to approximate functions (4) (6}, the better results are gained.

kmax=2 kmax=5
L2 LSE error MLE svor MLE error
017639 | 047639 | 034506 | 0045956 | 030225 |, 0002352
G 190799 | D 490792 | 033396 | 0033964 | HD26251 | 0037367
0455476 | 0455476 | 038946 | 0089459 | -D37559 | 0075596
0145382 | 0449382 | G 42712 | 0127147 | 040333 | 0103333
0195661 | 0495661 | -038351 | 0083514 | -03518 | 0041802
0151674 { G451674 | 041721 | D17207 | 03885 ¢ OGOS4E5
0178645 | 0478645 | D3B569 | DOBSE7B | 01018 | DOIDIB
0154852 | 0454852 | 043306 | 0133063 | 046333 | 010G333
0164298 | 0464298 | 034169 | 0041992 | 029036 | 000964
0165616 | D 466816 | 029432 | O0NOS676 | -0 24874 | 0051261
mean 0.168399 | 04668398 [ 037625 | 0077508 | 0.33337 | 005027

wim|~w|o|th]|a|w]|r]|-—-

o

Table 1: Comparison of MLE and LSE
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