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Abstract

The distribution of the Hsu test statistic has been investigated in case when
distributions of observed random variables differ from the normal law by methods
of statistical simulation. The limiting statistic distributions have been approxi-
mated for a number observation distribution laws. The investigation of Bartels
and Wald-Wolfowitz test statistic distributions has been carried out in the case
of the limited sample sizes.

1 Introduction

A wide range of statistical methods are based on the assumption of observed random
variables normality. Under real conditions normality and often some other assump-
tions are not satisfied. The use of classical methods of mathematical statistics in such
situations can turn out to be incorrect.

Many classical results have an asymptotical nature. At the same time in practice
one usually works with samples of a limited size. The application of asymptotical
results is not always valid for limited sample sizes.

As a rule revealing fundamental statistic regularities in nonstandard conditions is a
complicated problem for researchers. The best way out is to use the numerical approach
that is computer modeling of statistical regularities under conditions which simulate
some real situations of measurement taking.

2 The Hsu test investigation

One of the main assumptions which should be taken into account while constructing the
classical tests for homogeneity of variances is the observed random variables normality.
The Hsu [1] test is intended for testing of the hypothesis H0 : σ2

1 = ... = σ2
n = σ2

0. And
the competing hypothesis about variance shift at an unknown time point is

H1 : σ2
1 = ... = σ2

k = σ2
0, σ2

k+1 = σ2
k+2 = ... = σ2

n = σ2
0 +δ, |δ| > 0, (1 ≤ k ≤ n− 1)

As sequence of observations in this paper we consider set of element {x1, ..., xn}
where {xi} is the sample of observation of a one-dimensional continuous random value

1



in order of their appearance. Let mx is the median of {xi}. Then the Hsu statistic has
the form

Q =


n∑
i=1

(i− 1) (xi −mx)
2

(n− 1)
n∑
i=1

(xi −mx)
2
− 0, 5

/
√

n+ 1

6 (n− 1) (n+ 2)

The limiting distribution law of the Hsu statistic Q for normal random variables
is the standart normal distribution (N(0, 1)). The exponential family of distributions

with the density function De(θ0) = θ0
2θ1Γ(1/θ0)

exp
{
−
(
|x−θ2|
θ1

)θ0}
have been considered

as symmetric alternatives of normal distribution. The special cases of this law are the
Laplace distribution (with θ0 = 1), the normal distribution (θ0 = 2); the limiting cases
are the Cauchy distribution (θ0 −→ 0) and the uniform distribution (θ0 −→ +∞).

The conditional distributions G(Q |H0) of the Hsu statistic have been numerically
shown to be strongly dependent on the distribution under observation (figure 1). Bas-
ing on the obtained empirical statistic distributions we have constructed approximate
analytical models of the statistic distribution laws for n = 30. Table 1 contains results
of test simple goodness-of-fit hypotheses of the constructed limiting statistic distribu-
tions approximations to the empirical one for differ observation sample sizes.

Table 1: Results of goodness-of-fit test of constructed distribution statistical models
to corresponding empirical distributions under various observation distributions and
sample sizes

n 20 30 60 100 constructed models for n = 30
xi∼Norm 0,1941 0,4457 0,1465 0,1331 De(2), θ1 = 1, θ2 = 0(Norm(0, 1))
xi∼De(1) 0,1585 0,71 0,1559 0,1091 De(1.84), θ1 = 1.74, θ2 = −0.01
xi∼De(10) 0,2321 0,28 0,0037 <0,0001 De(1.94), θ1 = 1.13, θ2 = −0.01
xi∼Max 0,0014 0,39 0,01 0,005 De(1.56), θ1 = 1.41, θ2 = −0.01

Presented in table sinificance levels achieved show that the use obtained analytical
models of the statistic distribution laws will not lead to considerable errors in the
statistical conclusion for a range number of n, if observation under symmetrical laws
De(θ0). At the same time It has shown that Hsu statistic distribution strongly depend
on the sample sizes n when observed variables submit the asymmetrical Extreme-value
law.

3 The tests for randomness investigation

The hypothesis of observation randomness is often needed of testing in applications.
Wald and Wolfowitz [2] proposed test for randomness in the non-parametric case based
on serial correlation. Let Ri = rank(xi). Then the statistic has the form

R =

(
n−1∑
i=1

(
Ri −

n+ 1

2

)(
Ri+1 −

n+ 1

2

))
/

√
n2 (n+ 1) (n− 3)(5n+ 6)

720
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Figure 1: The Hsu statistic distributions when observations submitting the Extreme-
value (maximum) law(Max in figure) and the De(θ0) with different values of θ0, n = 30

The authors supposed that distribution of R is asymptotically normal for n > 20. In
our research statistic distributions of this test have been investigated by the methods
of statistical simulating. Figure 2 illustrates the dependence of Wald-Wolfowitz test
statistic distribution upon the number of observations. The statistic distribution con-
verges slowly (from the left) to the limiting normal distribution. Distribution of R
statistic is in a good agreement with the limiting law only for n > 500. Hereupon the
use of the normal distribution as the limiting law when sample sizes are limited lead to
the overrated values of significance level achieved and, hence, to increasing the number
of beta errors.

Bartels [3] proposed two forms of test for randomness: test with B statistic for
n ≤ 100 and test with B∗ statistic for n > 100:

B =

∑n−1
i=1 (Ri −Ri+1)2∑n−1
i=1 (Ri −R)

2 , B∗ =
B − 2

2
√

5
5n+7

, R =
1

n

∑n

i=1
Ri

The distribution of B∗ is asymptotically normal. By means of the numerical in-
vestigations It has been shown that B∗ statistic can be used either for n ≤ 100 and
n > 100 cases because the corresponding empirical distributions of statistic are in a
good agreement with the limiting normal distribution (see Table 2).

Table 2: Results of goodness-of-fit test of B statistic empirical distribution to N(0, 1)
distribution for differ sample sizes

n 20 30 50 70 100 200 500 1000
sinificance level achieved 0,183 0,302 0,327 0,416 0,59 0,477 0,642 0,805
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Figure 2: The Wald-Wolfowitz statistic distributions depending on the sample size n
when the null hypothesis is true

Tabulated by Bartels confidence intervals for B statistic are wider than actual one
obtained on the basis of the B statistic empirical distributions. For example, when
theoretical interval is [0.56, 3.44], the actual one is [1.41, 2.59] (for n = 30). Therefore
using of B∗ statistic is more preferable to using of B statistic in case of small sample
sizes n.
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