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Abstract

Efficient steganographic method with histogram correction is introduced.
Method implies solution of optimization problem to minimize both histogram
and hamming distortion of container. Fast solution of the problem is shown.

1 Introduction

The purpose of steganography is to make communication undetectable. It is achieved
by embedding data in container by slightly modifying them. The most important prop-
erty of any steganographic method is statistical undetectability. There are two known
approaches in steganography. Covering codes [1] provides low number of embedding
changes. Statistical restoration (2| eliminates histogram distortion it is restored by
modifying symbols from reserved set. Statistical restoration can be combined with al-
rost any embedding method (including covering codes) at the cost of lower throughput
and some additional distortion.

A method, presented in the paper, provides both low number of embedding
changes and eliminates histogram distortion. It is generalization and improvement
of method [3]. It has the next advantages compared to statistical restoration combined
with covering codes:

¢ method has the same throughput as covering codes,
e method implies less additional distortion per 1 data bit embedded.

The main drawback of presented method is its complexity, as it requires to solve an
optimisation problem. However problem is shown to have a fast solution.

2 Embedding method
Let data set D and container set C be a linear spaces over the binary finite field F,:
D=Fy, C=F;.

Definition 1. Linear embedding method is the pair of functions (F, ¢r), where F :
C — D is a linear surjective function, ¢ : C x D — C satisfies equation ¢(c,d) €
F~(d). We’ll denote F as an extraction function, ¢r as an embedding function.
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Definition 2. Let p: C x C — R be a distance function. An embedding method is
optimal, if it provides minimal distortion:

¢{c, d) € argmin p(c, €). (1)
FEF -1 (d)

Container histogram distortion can be easily detected, so embedding method has
to leave histogram unchanged. In addition method should modify as low container
elements as possible 1o avoid detection by analysis of other features. Therefore let
consider two container distortion measures:

e w(c) —cg) number of changed container elements,
o |w(c;) — w(cy)| container weight change, or histogram distortion,

where w is a number of nonzero vector elements. Define distance function p as follows:
P(C[chi) = W[?,U(Cl) - w(Cg)i + ’LU(C} - C{]), W > w(c) Ve e C.

Due to the definition of W, the optimal embedding function can be determined by the
optimization problem with two criteria:

lw(@) — w(c)} — min,
lw(e — c)| — min, (2)
¢ € [~1(d).

Lemma 1. Embedding function has next representation:
d=c+e+k, ke FHOY,

where eg = argmin  w(c).
cdeF-1{d-F(c)}

Introduce following characteristics of container modification by value k € F~1(0):
o h=w(c+eg+k)—w(c+e) correction value,
o w=wey+ k) — wl(eg) correction distortion,

* U=

Fie

correction specific distortion.

Theorem 1. Problem (2) is equivalent to the following problem:

|h + hg| — min,
hu — min, (3)
(h,u) € P,

where P is the set of allowable parameters:

P c {(h(c,d), k(c,d)),u(c,d. k)lk € f71(0)}.
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Remark 1. Let hy == w{c + ep) — w(c) be the histogram distortion of container modifi-
cation by ep. We further asswme that kg < 0, the case hy > 0 is very similar.
Consider the ordering relationship on the set of all possible parameters:

h1 < hy,

(h].,'b!-]) < (hg,'&g) = { g > Us.

Remark 2. If the inequality meets (hy,u;) < (hg, uz), then (hy,u;) can’t be a solution
of problem (3). Therefore remove such parameters from set P:

(hi,u1) € P = B(hou) € P: (hy,w) < (B u).

Sort elements of the set P in the ascending order with the primary key h and the
secondary key u, the result is the parameters sequence p = (p;}_,, where I = |P|.

3 Block embedding method

Definition 3. (F, ) is a block method, if following equations are hold:

D =D'"x..x Dt F(c) = (FY(c"), F*(c?),.... FE(c)),
C=C'x..xCL dlc.d) = (d(c.dl), 22 ), ..., L (ck, db)),

where (F',¢') linear embedding method defined on data set D' containers set C*.
Set D!, C! a subspaces of linear spaces D and C.

Previously defined notations of embedding method in relation to method (F*, ¢
we will denote with upper index , e.g. p' is the parameters sequence.

Theorem 2. For the block embedding method the optimisation problem (8) is equivalent
to the following problem:
| 5= h! + h| — min,
S, bt — min, (4)
(K, u) € P

Consider two cases:

1. Inequality (5) holds. The solution of the problem (4) is the sequence (p!,)L;.

Z piﬂ < _h01 (5)
I=1,. L

2. Inequality (5) doesn’t hold. Solution reduced to the auxiliary problem (6).

Theorem 3. If the inequality (5) doesn’t hold, problem ({) is equivalent to the auxiliary
problem (6):
1
Zf:l Z:il_—.l AU;'Ah; — min, :
i‘fell,I'ez,
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Relation between problems (4) and (6) 1s given by equations (7),(8):

I
Apy = (0.u}), Ap = (hiH — ki, grji_—hr) , {(7)
Rl= 37| AR, why = 3" At Ahl. (8)

Consider p  the subsequence of p:

| fmp im0
Indexes j, are defined according to iterative formula (9), where values Ap are given
by applying equation (7) to sequence 7'.

. ! t

In = I, . .. Wy, — W -

j;; L = JL j'f = max {_} 1< JfH, H < AU, 0. (9)
- ’ D41 7

Join elements of sequences (Af'), into single sequence s. Sort s in the ascending
order with the primary key « and the secondary key h:

L
s= (sl = (Rw,, 1= T
=1

Let &' be the number of #’s element of sequence Ap' in the sequence s.

Theorem 4 ( The solution of problem (6)). If equality {(10) meets for some 1 € Z:

—h = ih;, (10)
=1

then the solution of problem (6) is gwen by the following formula:
= geax, =1, L. (11)
bl =g

Remark 3. Application of theorem 4 is limited by condition (10), but in practice strict
correction isn’t required. Instead of hy we can take the nearest value |hgj < [ho, that
meets condition (10). It means that (10} can be changed to formula (12):

ip = max(i).
oy A< —ho, (12)

=1, ...1.
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