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Abstract
A new mathematical model of the s-order Markov chain with conditional
memory depth is proposed. Maximum likelihood estimators of parameters are
constructed and their properties are analyzed. A statistical test on parameter
values is constructed. Numerical results are presented.
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1 Introduction

Markov chains [1] are used to solve many applied problems of statistical data analysis
in genetics [2], economics and in many other fields. The Markov chain of the order
s, § > 1is a general model in these problems, but the number of parameters of this
model increases exponentially when the order s grows. One needs to have the data
set of huge size to estimate this general model. Thus development and research of
high-order Markov chain models with a small namber of parameters is a significant
problem. The examples of such models are the Markov chain of order s with » partial
connections [3]. the Raftery model [4]. the variable length Markov chain {5] and the
Markov chain with conditional memory depth that is proposed in this paper.

2 Mathematical model

Introduce the notation: 2 < N < o0; A = {0.1....,N — 1} is the state space of
N elements;, ¢, € A,t € N, is a homogeneous Markov chain of the order s (2 <
s < 00) defined at the probability space (Q F,P); J§*' = (Ji....,jss1) € A is
the multiindex; P = (p J;a+1) is the one-step probability transition matrix. P =
P{Zirs = Jop1|Trs1 = Joroo .y @ = i 1,VE € N; 1 < B, <s—1; K = NP~ 1;
1< M<K+1, Q0 ., QM are M different stochastic matrices of the order N:

QM = (fMij e A 1<m< M <Jm>= SN 1<n<m<s
k=n

Oy pm = H d;, 4 1s the Kronecker symbol for multiindices JI*, 177
k=

Define thv Markov chain x, € A of the order s as the Markov chain with conditional
memory depth if its one-step transition probabilities have the following form:

Pprt = 25<Jg B>k f};::i,},“a (1)
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where 1 <mp <M, 1<b,<s5—-8,,0<k <K, min b = 1.
0<k<K

The sequence of elements J;_5 ., which determines conditions in the formula (1),
is called the base memory fragment (BMF). We can see that the state of the model
Iy at time ¢t doesn’t depend on all previous states, but depends only on B, + 1 states
(260, J2_p.41); the value of BMF J:_ | determines not only the state 3, . but it also
determines the transition matrix. The transition matrix P = (PJ;H) is defined by

D= 2(NB + 1) + MN(N — 1) independent parameters.

3 Statistical Analysis

Find ergodicity conditions for the Markov chain with conditional memory depth.
Theorem 1. Markov chain with conditional memory depth is ergodic if and only
if there is a natural number m € N, s < m < 00 such that the inequality holds.

m

K
min Z HZ B, >k qj{*zﬂ L O 0.

+ 8.
S eA JM L eATm—t=1k ‘H

Define the following frequency statistics

n—s

vVa.H1) = 6:3%-1—1,1/!“: . Vist1 ,].Slgq
ot (n) f; DGR A J1(n) ff“e;ﬂu{) 514
! (o) lo)
Vi (n) = 2 vpsn(n). E0(0) = (W0 —n/NUY) [\ [n/NI,

L4+t i
Il 0 €A1+£01-'(300,J-‘)

AT I ={T e AN =1}, 1<1<s,0< [y < s~ 1,
Al iy = {Ii*ert e ATVt = 50, 1Y = J1)
1 ? 0 *
Theorem 2. If true values of B,, {b:}, and {my} are known, then the maximum
likelihood estimators (MLE) of the one-step transition probabilities q}":‘;*), I <mye <
M.u,v € A. are defined as follows:

)
qf?}" ={ Y Scuwsn ';:’;’(( )) if u“"}( ) >0, 1/N, if v{(n) = 0}. (2)
we ABx YR

Theorem 3. If the Markov chain with conditional memory depth is stationary.
then (2) are consistent estimators: ¢{™ £, gdm, 1<m< M, n— o0
Theorem 4. If the true values of B,, {m} are known, then the MLE of {b;} are

b = arg | max_ Zv:w'; B-(n) In(dius)), k=1,2... K. (3)

Construct now the statistical test for the hypotheses Hy = {z, € A is a "purely”
random sequence: q,(g’) =1/N.Yi,3€ A, m=12..  M}and H = {2, € Ais
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the Markov chain with condirional memory depth with onc-step transition probabili-

ties ¢\ = ¢i¥ (n)y = L(1 + —_‘Li—_) > 0, wg‘)(n) — wfj) as m — oc, 3. wi’;‘) = 0,
1€A
K \
Z ) |w(m)| > 0}. Define the following statistic: p(n) = 5 3 dcps (€% )2~

m=14,3€A we€ Bu u,ved k=0

'j{'r' E (Z E 6<w>k ggt-‘}tr)z-

wEB., ueA ved k=0
Theorem 5. If the hypothesis Hy is true, then as n — oo the probability distri-

bution of the statistic p(n) converges to the x?- distribution with U = NB+(N ~ 1)
degrees of freedom.

Using this theorem we can construct the statistical test:
decide {H; : p(n) < A; H, : p(n) > A},

i

where A = G (1 — «r) is the (1 — «v)-quantile of the standard x?- distribution with U/
degrees of freedom, « 1s the given significance level.

4 Numerical results

Evaluate performance of the proposed statistical procedures by computer experiments.

Example 1 (simulated data). The state space A = {0.1}, N =2, s=4. M =
2.B——2,5@—61——2.{)2-—&5—-1,mg--mg—-l.m1= = Q“)—
( 0.18 0.82 ) ( 0.77 0.23 )

QP =

(.41 0.59 0.09 0.91

Numerical experiments were conducted by the following scheme. The Markov chain
with conditional memory depth was simulated using the developed computer pro-
gram. Then estimates @' and Q? of matrices Q*) and @ were calculated using
the formula (2). After that the estimate of the variance 9 E Z ((jfjk) q,[j‘})

k=11 J‘—
was calculated, where n is the length of the u-th realization of the Markov chain:

n = 500,750, 1000,...,10000; » = 1,2,...,U. Estimates {9¥} were calculated for
each n and for U/ = 1000 independent replications. The performance of the estimators

v
(3) on = 2 7% was obtained; its dependence on n is plotted in Figure 1.
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Figure 1: Performance of the estimators (2}
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Similarly we illustrate performance of estimators {3). In order to do this, we cal-
U
culate the frequency of the true decision ¢ = 117 uz_jl Eoyy Eq = 513,1;‘ b= {by,....bx). The

results are given in Table 1.

Table 1: Performance of the estimators (3)

500 1000 | 1500 | 2000 | 2500 | 3000 | 3500 | 4000 | > 4500
e 1 0.322 } 0.695 | 0.896 | 0.936 | 0.982 | 0.986 | 0.992 | 0.995 | 1.000

Example 2 (real data). DNA sequence of drosophila from the genetic data bank

[6] was used. The sequence length n = 12500, the state space A = {A.C,G.T} ,N =

4. B, =2, s € {3,4,...,11,16,24,32,48}. Estimates of the vector b were obtained
K

for each value s. In addition the value A; = N‘g Y. Ay was calculated, where A, =
k=1

> ((i,{f) — 1/N)? characterizes the departure of the observed DNA sequence from the
1,7J€A

"purely” random sequence. Estimates A? were calculated for the "purely” random
sequence simulated by the computer program. The value AY was varied from 0.12 to
0.17, and the value A, was varied from 0.46 to 0.48 for different s. So we can see that
the observed DNA sequence could not be considered as the ”purely” random sequence.
Is was detected in experiments, that for some values of the BMF the correspondent
components of the vector b were unchanged for increasing values of s. Here are these
BMF values and correspondent values of the vector b component: A4 - 1. AC-2,CG
-3,GT - 1.
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