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Abstract

The method for finding polynomial invariants of factor analysis model with
correlated residuals is developed.

1 Model

Consider the following model:

X = AH + Y, (1)

where X = {X1, ..., Xn}t — is a vector with covariance matrix Σ = (σij); H =
{H1, ..., Hk}t is a set of independent normally distributed latent (hidden) variables
(factors) with M(Hj) = 0, Var(Hj) = 1, j = 1, ..., k; A = (aij) is a factor loading ma-
trix; A vector of residuals Y = {Y1, ..., Yn}t has a nonsingular normal distribution with
zero mean vector and a covariance matrix ΘG = (θij); Y and H are independent. Rela-
tionships among components of the vector Y are represented by a covariance graphical
model with a structure G = (V,E), where V = {1, .., n} and (i, j) /∈ E if θij = 0.

Usually statistical inference in factor analysis models based on parametric repre-
sentation and on maximum likelihood estimates [1]. But such approach is not always
applicable. For example in case when a sample covariance matrix is singular (when the
sample size is smaller then the number of variables n it is always so) the likelihood ratio
test cannot be used. One of the approaches for overcoming these difficulties consists in
using model invariants, that is, polynomial equality relations that the model imposes
on the entries of the covariance matrix of the observed variables. The main problem is
that for k > 2 finding polynomial invariants is very difficult from the computing point
of view [2, 3]. In this paper a simple method for finding model invariants for any k is
developed.

2 Polynomial invariants

It is easy to see that covariance matrix of observable variables Σ admits the following
decomposition:

Σ = AAt + ΘG, (2)

Let PG be a set of all positive definite n × n matrixes admitting decomposition (2)
and let f(Σ) be polynomial in the entries σij of the matrix Σ. The polynomial f is



Figure 1: A graph G for k = 2 and n = 5.

called an invariant of the model (1) if f(Σ) = 0 for all Σ ∈ PG. A set of all polynomial
invariants forms an ideal IG

k,n in the ring of polynomials R[σij, 1 6 i 6 j 6 n].
The best known invariants are tetrads and pentads which arise in one and two-

factor models respectively [1]. For example, if k = 1 and n = 4 an invariant has the
form:

σ12σ34 − σ23σ14 = 0.

For the case when k = 2 and n = 5 an invariant has the form:

σ12σ23σ34σ45σ51− σ12σ23σ35σ14σ45− σ12σ24σ35σ34σ15+
σ12σ24σ13σ45σ35+ σ12σ25σ34σ14σ35− σ12σ25σ13σ34σ45−
σ13σ24σ35σ14σ25+ σ13σ25σ34σ24σ15+ σ14σ23σ13σ45σ25−
σ14σ25σ23σ34σ15− σ15σ23σ13σ24σ45+ σ15σ24σ23σ14σ35 = 0

Define the basic object of this work. Let G = (V,E) be a complementary graph for G.
Define a graph G = (V,E), where V = {i = (i1, ..., ik), 1 6 i1 < i2 < ... < ik 6 k},
E = {(i, j)|i = (i1, ..., ik), j = (j1, ..., jk), (is, jl) ∈ E, s, l = 1, ...k}. Note that for the
first time the graph G was determined in work [5] in context of a model identifiability.
Denote by |Σi,j| a determinant of the matrix Σi,j = (σim,jl

)k
m,l=1. Let C = (VC , EC),

where VC = {αi, i = 1, ...,m}, EC = {(αi, αi+1), i = 1, ...,m − 1, (α1, αm)} be a even
simple cycle. Define the following polynomial:

fC(Σ) =
∏

(i,j)∈E′
C

|Σi,j| −
∏

(i,j)∈E′′
C

|Σi,j|,



where E ′C = {(α2j+1, α2j+2), j = 0, ...,m/2− 1} and E ′′C = EC \ E ′C .
Let T = (VT , ET ) be a graph that consists of a simple odd cycle with a set of

edges E1 = {(α1, α2), ..., (αm1−1, αm1), (α1, αm1)}, a simple chain with a set of edges
E2 = {(αm1 , αm1+1), ..., (αm2−1, αm2)} and a simple odd cycle with a set of edges E3 =
{(αm2 , αm2+1), ..., (αm−1, αm), (αm, αm2)}.

Define the following polynomial:

fT (Σ) =
∏

(i,j)∈E′
T∩(E1∪E3)

|Σi,j|
∏

(i,j)∈E′
T∩E2

|Σi,j|2 −
∏

(i,j)∈E′′
T∩(E1∪E3)

|Σi,j|
∏

(i,j)∈E′′
T∩E2

|Σi,j|2,

where E ′T = {(α2j+1, α2j+2), j = 0, ..., [m/2]− 1} and E ′′T = ET \ E ′T .
The following theorem describes a large class of polynomial invariants.
Theorem 1. Let C(G) be a set of all even simple cycles of the graph G and let

T(G) be a set of all subgraphs of the graph G that consist of two simple odd cycles
connected by a simple chain. Then

{fC(Σ), C ∈ C(G), fT (Σ), T ∈ T(G)} ⊂ IG
k,n.

For example, in the case k = 2 and n = 5 a polynomial fC(Σ) has the form:

f 2,5
C =

∣∣∣∣σ12 σ32

σ14 σ34

∣∣∣∣ ∣∣∣∣σ12 σ52

σ13 σ53

∣∣∣∣ ∣∣∣∣σ12 σ42

σ15 σ45

∣∣∣∣− ∣∣∣∣σ12 σ52

σ14 σ54

∣∣∣∣ ∣∣∣∣σ12 σ42

σ13 σ43

∣∣∣∣ ∣∣∣∣σ12 σ32

σ15 σ35

∣∣∣∣ .
Unfortunately but the invariant f 2,5

C is reducible. That is f 2,5
C is the product σ12 and

pentad. It is true the following general proposition.
Theorem 2. Let m = {m1, ...,mk−1} and d = {d1, ..., dk−1}, m ∩ d = ∅, i1 6= i2 6=

i3, {i1, i2, i3} /∈m ∪ d. If the graph G contains a cycle with a set of edges

{(< i1,m >,< i2,d >), (< i2,d >,< i3,m >), (< i3,m >,< i1,d >),

(< i1,d >,< i2,m >), (< i2,m >,< i3,d >), (< i3,d >,< i1,m >)}.

Then

|Σ〈di1〉,〈mi2〉||Σ〈di3〉,〈mi1〉||Σ〈di2〉,〈mi3〉| − |Σ〈di3〉,〈mi2〉||Σ〈di2〉,〈mi1〉||Σ〈di1〉,〈mi3〉| =

= |Σd,m| × irreducible polynomial invariant.

Let S be a sample covariance matrix. For testing the null hypothesis Hf : f(Σ) = 0 we
can use statistics f(S) [4]. Denote by V arΣ(f(S)) the variance of f(S). V arΣ(f(S)) is a
polynomial function of the covariance matrix Σ. Replacing Σ by the sample covariance
matrix S in this polynomial yields the estimator V arS(f(S)). In conditions of the

null hypothesis standardized statistics f(S)√
V arS(f(S))

has an asymptotic standard normal

distribution.
With the help of the graph G it is possible to formulate sufficient conditions of the

model (1) identifiability.
Sufficient conditions of model identifiability. Let the graph G be connected

and contains a simple odd cycle with a set of edges E, where |Σi,j| 6= 0, (i, j) ∈ E.
Then the model (1) is identifiable.
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