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1. Introduction

Let ℛ𝑛 be an 𝑛-dimensional Euclidean space and ℬ𝑛 the 𝜎-algebra of its Borel subsets.
We consider statistical experiments {ℛ𝑛,ℬ𝑛,𝒫𝑛

𝜃 : 𝜃 ∈ Θ} generated by observations 𝑋 =
(𝑋1, ..., 𝑋𝑛) of the form

𝑋𝑗 = 𝑔(𝑗, 𝜃) + 𝜀𝑗 , 𝑗 = 1, ..., 𝑛. (1.1)

Here 𝑔(𝑗, 𝜃), 𝑗 = 1, ..., 𝑛, are non-random functions defined on Θ𝑐 – the closure in ℛ1 of an
open set Θ ⊂ ℛ1 and {𝜀𝑗} are i.i.d. random variables whose common distribution function
𝒫(𝑥) is independent of 𝜃 and such that 𝔼𝜀𝑗 = 0, 𝔼𝜀2𝑗 = 𝜎2 > 0. We do not assume that
𝑔(𝑗, 𝜃) is a linear function of the parameter 𝜃.

Define a least squares estimator of the unknown parameter 𝜃 ∈ Θ𝑐 from observation 𝑋
of form (1.1) as a random variable 𝜃𝑛 = 𝜃𝑛(𝑋1, ..., 𝑋𝑛) ∈ Θ𝑐 such that 𝑆(𝜃𝑛) = inf𝜏∈Θ𝑐 ∥𝑋 −
𝑔(𝜏)∥2.

Let be 𝑔𝑟 = (𝑑𝑟/𝑑𝜃𝑟)𝑔, 𝑏
(𝑟)
𝑛 (𝜃) = 𝑛−1/2

∑𝑛
𝑗=1(𝑋𝑗 − 𝑔(𝑗, 𝜃))𝑔𝑟(𝑗, 𝜃), Λ𝑛 = Π−1

𝑛 (𝜃), where

Π𝑛(𝜃) =
∑𝑛

𝑗=1 𝑔
2
1(𝑗, 𝜃). Putting 𝑢(𝜃) = 𝑛1/2(𝜃𝑛 − 𝜃) and 𝑍1𝑛 = 𝜎−1

√
Λ𝑛𝑏

(1)
𝑛 , 𝑍2𝑛 = Λ𝑛𝑏

(2)
𝑛 we

consider the following functionals of 𝜃𝑛 and 𝜃:

𝑍𝑛(𝜃𝑛) = 𝑛−1/2𝑍2𝑛(𝜃𝑛) + 𝑍2
1𝑛(𝜃𝑛), (1.2)

𝑇 (0)(𝜃) =
1

4𝑛
Λ𝑛(𝜃)

(
𝑑

𝑑𝜃
𝑆(𝜃)2

)
, (1.3)

𝑇 (1)(𝜃𝑛) = 𝜎−2{𝑆(𝜃)− 𝑆(𝜃𝑛)}, (1.4)

𝑇 (2)(𝜃𝑛) = Π𝑛(𝜃𝑛)𝑢
2(𝜃). (1.5)

In the paper [1] the problem of constructing of the preference regions for the tests 𝜓
(𝑚)
𝑛

with statistics (1.3)-(1.5) produced by the model (1.1) was investigated. In the paper [2] has
been made an asymptotic comparison (up to 𝑜(𝑛−1)) between Rao’s test and locally most
powerful unbiased (LMP) test under contiguous alternatives, 𝜃0 + 𝛿𝑛−1/2, both tests having
the same size 𝛼 (up to 𝑜(𝑛−1)). Now we solve a similar problem but in wider statement. This
problem is following.

2. The problem statement

Fix a number 𝛿 ∕= 0 and consider a sequences 𝑙𝑛 and 𝜓
(𝑚)
𝑛 of tests for testing a simple

hypothesis 𝐻0 : 𝜃 = 𝜃0, 𝜃 ∈ Θ, against a simple alternative 𝐻𝛿 : 𝜃 = 𝜃𝛿 = 𝜃0 + 𝛿𝑛−1/2 on the
basis of observations 𝑋 = (𝑋1, ..., 𝑋𝑛). The question is as follows: provided that first kind

errors are balanced in a certain manner, which of the tests 𝑙𝑛 and 𝜓
(𝑚)
𝑛 generated by statistics

(1.2) and (1.3)-(1.5) accordingly are more powerful asymptotically (as 𝑛→ ∞)? We get the

answer for this question in the form of preference regions for the 𝑙𝑛 and 𝜓
(𝑚)
𝑛 tests in the

some invariant coordinate system.

1



3. The 𝑙𝑛 - test and its 𝑊±
𝑛 - statistics

Let be 𝐿(𝑥, 𝜃) = − 1
2𝜎2𝑆(𝜃). We define the 𝑙𝑛 test with the critical region

𝑋𝛼𝑛 = {𝑍𝑛 ≥ 𝑙0𝑛 + 2𝑙1𝑛𝑍1𝑛}, (3.1)

where 𝑍𝑛 is defined according to (1.2). We suppose 𝑙𝑛 ∈ Ψ𝛼, where Ψ𝛼 is a set of any unbiased
tests with a size 𝛼 of a critical region (3.1), i.e. the parameters 𝑙0𝑛, 𝑙1𝑛 ∈ ℛ1 is founded from
condition

𝛼 = 𝔼𝜃0 𝑙𝑛 =

∫
𝑋𝛼𝑛

𝑙𝑛(𝑥)𝐿(𝑥, 𝜃)𝑑𝑥,

∫
𝑅𝑛

𝑑

𝑑𝜃
𝐿(𝑥, 𝜃0)𝑙𝑛(𝑥)𝑑𝑥 = 0. (3.2)

Put 𝑧 = 𝑢1−𝛼/2 the quantile of a Gaussian distribution and let be

𝑙0𝑛 = 𝑧2 + 𝑛−1/2𝑎1 + 𝑛−1𝑎2 + 𝑜(𝑛−1), 𝑙1𝑛 = 𝑛−1/2𝑎3 + 𝑛−1𝑎4 + 𝑜(𝑛−1), (3.3)

where the coefficients 𝑎1, . . . , 𝑎4 are defined from conditions (3.2). Taking into account (3.3)
we realize the critical region (3.1) in the form

𝑋𝛼𝑛 = {(𝑍1𝑛 − 𝑙1𝑛)
2 ≥ 𝑑2𝑛(1− 𝑛−1/2𝑑−2

𝑛 𝑍2𝑛) + 𝑜(𝑛−1)}, (3.4)

where 𝑑𝑛 = {𝑧2 + 𝑛−1/2𝑎1 + 𝑛−1(𝑎2 + 𝑎23)}1/2. To obtain asymptotic expansion of the prob-
ability of the first kind error and the power of the modified 𝑙𝑛 test, we need a stochastic
expansion of the statistic 𝑍𝑛. Thereto we pass from one-sided region 𝑋𝛼𝑛 on to two-sided
region 𝑋𝛼𝑛 = 𝑋+

𝛼𝑛 ∪ 𝑋−
𝛼𝑛, where ℙ𝜃0{𝑋±

𝑛 } = 𝛼
2 + 𝑜(𝑛−1). We denote 𝑐1 = 1

2𝑧 , 𝑐2 = 1
8𝑧 ,

𝑐3 = − 𝑎1
4𝑧3

.

Theorem 1. Under the assumption of Grigoriev and Ivanov (1995) two-sided region
𝑋𝛼𝑛 = 𝑋+

𝛼𝑛 ∪𝑋−
𝛼𝑛 is defined as

𝑋+
𝛼𝑛 = {𝑊+

𝑛 > 𝑧+𝛼 }, 𝑋−
𝛼𝑛 = {𝑊−

𝑛 < 𝑧−𝛼 }, (3.5)

where

1) 𝑊±
𝑛 = 𝑍1𝑛 ± 𝑐1𝑍2𝑛𝑛

−1/2 ± (𝑐2𝑍
2
2𝑛 + 𝑐3𝑍2𝑛)𝑛

−1;

2) 𝑧±𝛼 = ±𝑧 + 𝑧±1 𝑛
−1/2 + 𝑧±2 𝑛

−1 and 𝑧±1 = 𝑎3 ± 𝑐1𝑎1, 𝑧
±
2 = 𝑎4 ∓ 𝑐2𝑎

2
1 ± 𝑐1(𝑎2 + 𝑎23).

Let’s notice, that the coefficients 𝑎𝑗 remain yet not certain. We calculate them later
when we receive asymptotic expansions of sizes and powers of modified tests.

4. Asymptotic expansions of sizes and powers of modified tests 𝑙𝑛

To compare the powers of the modified tests 𝑙𝑛 and 𝜓
(𝑚)
𝑛 we need to balance their first kind

errors. The asymptotic expansions of sizes and powers of tests 𝜓
(𝑚)
𝑛 are obtained in [1].

Therefore we consider here the 𝑙𝑛 test only. Put

ℙ+
𝛿 = ℙ𝜃𝛿{𝑊+

𝑛 > 𝑧+𝛼 }, ℙ−
𝛿 = ℙ𝜃𝛿{𝑊−

𝑛 < 𝑧−𝛼 }. (4.1)

Clearly, the power of the modified 𝑙𝑛 test equals ℙ𝛿 = ℙ+
𝛿 + ℙ−

𝛿 . Note also that for 𝛿 = 0
the power ℙ𝛿 turns into the equality ℙ0 = ℙ+

0 + ℙ−
0 , where ℙ0 is the first kind error of the

modified test.
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Theorem 2. Let be 𝜆 := 𝛿𝜎−1Π
1/2
𝑛 . Suppose that condition of Grigoriev and Ivanov

(1995) are satisfied. Then ℙ𝛿 =
∑2

𝜈=0 𝜋𝜈𝑛
−1/2+ 𝑜(𝑛−1), where the coefficients 𝜋𝜈 are defined

as 𝜋0 =
∫∞
𝑧 𝑓𝜒2(𝑥; 1, 𝜆2)𝑑𝑥 and

𝜋𝜈 = 𝜑(𝑧 − 𝜆)

𝑟𝜈∑
𝑗=1

𝜆𝑗𝑆𝜈𝑗(𝑧) + 𝜑(𝑧 + 𝜆)

𝑟𝜈∑
𝑗=1

(−𝜆𝑗)𝑆𝜈𝑗(𝑧), 𝜈 = 1, 2. (4.2)

Here 𝑟1 = 2, 𝑟2 = 5, 𝑓𝜒2(𝑥; 1, 𝜆2) is the density of the noncentral 𝜒2-distribution with one

degree of freedom and noncentrality parameter 𝜆2, 𝜑(𝑥) = 1√
2𝜋
𝑒−𝑥2/2 and 𝑆𝜈𝑗(𝑧) are polyno-

mials in 𝑧 with coefficients depending on the cumulants 𝜅𝑗𝜈(𝜆
𝑟), 𝑗 = 1, . . . , 4, of the random

variables 𝑊±
𝑛 . These polynomials are defined in the paper.

5. Comparison of the powers of modified tests

Consider the problem of comparing the powers of the 𝑙𝑛 and 𝜓
(𝑚)
𝑛 tests based on the statistics

𝑊±
𝑛 and 𝑊

(𝑚)
𝑛 accordingly. Here 𝑊

(𝑚)
𝑛 is a statistic of the modified test 𝜓

(𝑚)
𝑛 that is defined

as 𝑇
(𝑚)
𝑛 = 𝑊

(𝑚)2
𝑛 + 𝜉𝑛−3/2, where 𝜉 is a random variable with uniformly bounded according

to 𝜃 ∈ 𝑄 quickly decreasing tail of distribution.

We call the function Δ𝑠 = 𝜋2−𝜋(𝑠)2 as comparison function or defect of 𝑙𝑛th and 𝜓
(𝑠)
𝑛 th

tests. Then Δ𝑟𝑠 := Δ𝑠 − Δ𝑟 = 𝜋
(𝑟)
2 − 𝜋

(𝑠)
2 is defect of 𝜓

(𝑟)
𝑛 th test with regard to 𝜓

(𝑠)
𝑛 th

test. The defect Δ𝑟𝑠 for 𝑟, 𝑠 = 0, 1, 2 has been researched in [1]. Denote 𝛼
(𝑠)
1 , 𝑠 = 0, 1, 2, the

adjustment coefficients of 𝜓
(𝑠)
𝑛 th test. They are obtain in [1] and equal 𝛼

(𝑠)
1 = 𝑠.

Let be 𝛾𝑠 is the 𝑠th cumulant of the random variable 𝜀𝑗 . Put

𝐼𝑖𝑗𝑘 =
𝛾𝑖+𝑗+𝑘

𝜎2(𝑖+𝑗+𝑘)
(𝜎2𝑛−1Λ𝑛)

(𝑖+2𝑗+3𝑘)/2
𝑛∑

𝑎=1

𝑔𝑖1(𝑎, 𝜃)𝑔
𝑗
2(𝑎, 𝜃)𝑔

𝑘
3 (𝑎, 𝜃), (5.1)

𝐵1𝑛 = 𝐼02 − 𝐼211, 𝐵2𝑛 = 𝐼21 − 𝐼3𝐼11, 𝐵3𝑛(𝛼, 𝛽) = 𝛼𝐼4 + 𝛽𝐼23 , 𝛼, 𝛽 ∈ ℝ1. (5.2)

The quantities 𝐵𝜈𝑛, 𝜈 = 1, 2, 3, are statistical invariants of the observation model (1.1). The
value

√
𝐵1𝑛 is called Efron’s curvature [3].

Theorem 3. Suppose that condition of Grigoriev and Ivanov (1995) are satisfied. Then
the defects Δ𝑠 and Δ𝑟𝑠 are the linear combination of the invariants 𝐵1𝑛 and 𝐵2𝑛 depending

on the coefficients 𝛼
(𝑠)
1 only.

We can find according to the Theorem 4 the preference regions of the tests 𝑙𝑛 and 𝜓
(𝑠)
𝑛 ,

𝑠 = 0, 1, 2 in the half-plane 𝑂𝐵1𝑛𝐵2𝑛 of invariants (see Tab. 1 and Fig. 1). Let be 𝑧2 > 2.
Then the inequality 𝐷𝑠 ≥ 0 and the inequality 𝐷𝑟𝑠 ≥ 0 are equivalent to

𝐵2𝑛

𝐵1𝑛
≥ −𝛼

(𝑠)
1 𝑧2 − 1

8(2𝑧2 − 2)
,

𝐵2𝑛

𝐵1𝑛
≥ −(𝛼

(𝑠)
1 + 𝛼

(𝑟)
1 )𝑧2 − 2

8(2𝑧2 − 2)
, 𝑟, 𝑠 = 0, 1, 2. (5.3)

Taking into account (5.3) we obtain six independent inequalities. Therefore we see on the
Fig. 1 the six straight lines with angular coefficients 𝑘𝑖, where

𝑘1 = − 3𝑧2 − 2

8(2𝑧2 − 1)
, 𝑘2 = − 2𝑧2 − 1

8(2𝑧2 − 1)
, 𝑘3 = − 2𝑧2 − 2

8(2𝑧2 − 1)
,

𝑘4 = − 𝑧2 − 1

8(2𝑧2 − 1)
, 𝑘5 = − 𝑧2 − 2

8(2𝑧2 − 1)
, 𝑘6 =

1

8(2𝑧2 − 1)
.
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Fig. 1. Preference regions of the tests, 𝑧2 > 2.

A more sophistical interpretation of the results obtained is presented in the Tab.1. The
six lines in the Fig.1 form seven regions but four preference regions of the tests only. The
preference chains of tests for seven regions in the Tab. 1 are shown.

Table 1. Preference regions of the tests

Limit of Ordering
Regions Test 𝐵2𝑛/𝐵1𝑛 of the tests

I Rao (𝑘6,∞) Rao ≻ LMP ≻ NP ≻ Wald

II Locally most powerful (𝑘5, 𝑘6) LMP ≻ Rao ≻ NP ≻ Wald
(LMP) (𝑘4, 𝑘5) LMP ≻ NP ≻ Rao ≻ Wald

III Neyman-Pirson (𝑘3, 𝑘4) NP ≻ LMP ≻ Rao ≻ Wald
(NP) (𝑘2, 𝑘3) NP ≻ LMP ≻ Wald ≻ Rao

(𝑘1, 𝑘2) NP ≻ Wald ≻ LMP ≻ Rao

IV Wald (−∞, 𝑘1) Wald ≻ NP ≻ LMP ≻ Rao
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