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Abstract
In this paper, we introduce the representation of density functions in the form

of convergent series and point out some properties of absolute order p of α-stable
random variables.

1 Introduction

Stable distributions are a rich class of probability distributions, the lack of closed
formulas for densities and distribution functions is sometimes a nuisance when working
with stable distributions. In practice, all numerical calcutations of densities are based
on other representations of density functions. There are three basic ones that are used:
integrals of non-oscillating functions [5, 6], convergent series and asymptotic series [1,
3, 4]. In this paper, we introduce the representation of density functions in the form of
convergent series and point out some properties of absolute order p of α-stable random
variables.

2 Main result

Let us remind first the definition of α - stable random variables. A random variable
X is α - stable, 0 < α < 2 if its characteristic function has the form

ϕX(t) =

{
exp{−δα|t|αexp[−iβsign(t)K(α)] + iµt} if α �= 1
exp{−δ|t|[π

2
+ iβsign(t) ln |t|] + iµt} if α = 1,

(1)

where K(α) = α− 1 + sign(1 − α), δ > 0, β ∈ [−1; 1], µ ∈ R. In this case, we denote
X ∼ Sα(δ, β, µ). If qX(x, α, β) is denoted for density function of X ∼ Sα(δ, β, 0), then
by [1], we have

qX(x, α, β) = qX(−x, α,−β). (2)

Therefore, it is sufficient to represent qX(x, α, β) while x > 0. In fact, the probability
density functions of stable random variables exist and are continuous, but with a few
exceptions, they are not known in a closed form. However, power series expansions can
be derived for qX(x, α, β). The following represention of density functions of α - stable
random variables X is given by [1, 4]

qX(x, α, β) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
π

∞∑
n=1

(−1)n−1

n!
Γ(αn+ 1)sin(nρπ)x−nα−1 if 0 < α < 1

1
π

∞∑
n=1

(−1)n−1

n!
Γ(
n

α
+ 1)sin(nρ

π

α
)xn−1 if 1 < α < 2,

(3)
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where point out that ρ = γ+α
2

, γ = βK(α), x > 0.
The case of α = 1, β �= 0, [3] shows that, density functions of 1 - stable random

variables are represented in the form

qX(x, 1, β) =
1

π

∞∑
n=1

(−1)n−1nbn(β)xn−1,

where

bn(β) =
1

Γ(n+ 1)

∫ ∞

0

exp{−βt ln t}tn−1sin[(1 + β)t
π

2
]dt.

From [2], we know that, if X is α - stable then its absolute moment order p exists
if and only if 0 < p < α < 2. The cloused formula of absolute moment order p of X,
0 < p < α < 2, is given by the following theorem.

Theorem 1. If X ∼ Sα(1, β, 0), then absolute moment order p of X, 0 < p < α < 2,
is

E|X|p =
cos(γpπ

2α
)Γ(1 − p

α
)

cos(pπ
2

)Γ(1 − p)
. (4)

Proof. From (1), when α �= 1 and x > 0, we have

qX(x, α, β) = qX(−x, α,−β) =
1

π
Re

∫ ∞

0

eitxϕX(t)dt

=
1

π
Re

∫ ∞

0

eitxexp{−tαexp[iγ π
2

]}dt

=
1

π
Im

∫ ∞

0

exp{−tx− tαexp(−iρπ)}dt.

Therefore, using Jordan lemma we have

I(p, α, γ) =

∫ ∞

0

xpqX(x, α, β)dx =
1

π

∫ ∞

0

xpIm

∫ ∞

0

exp{−tx − tαexp(−iρπ)}dtdx

=
1

π

∫ ∞

0

xpe−txdxIm
∫ ∞

0

exp{−tαexp(−iρπ)}dt

=
1

π
Γ(p+ 1)Im

∫ ∞

0

t−(p+1)exp{−tαexp(−iρπ)}dt

=
1

πα
Γ(p+ 1)Im{ 1

[exp(−iρπ)]−
p
α

∫ ∞

0

[z.exp(−iρπ)]−
p
α
−1exp[−z.exp(−iρπ)]dz.exp(−iρπ)}

=
1

πα
Γ(p+ 1)Im[exp(−iρπ)]

p
α Γ(− p

α
)

= − 1

πα
Γ(p+ 1)sin(

ρpπ

α
)Γ(− p

α
) =

sin(ρpπ
α

)Γ(1 − p
α
)

sin(pπ)Γ(1 − p
.

Using the above, we see that
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E|X|p =

∫ ∞

−∞
|x|pqX(x, α, β)dx =

∫ 0

−∞
(−x)pqX(x, α, β)dx+

∫ ∞

0

xpq(x, α, β)dx

=

∫ ∞

0

xpqX(x, α, β)dx−
∫ ∞

0

xpqX(−x, α, β)dx

=

∫ ∞

0

xpqX(x, α, β)dx+

∫ ∞

0

xpqX(x, α,−β)dx

= I(p, α, γ) + I(p, α,−γ) =
cos(γpπ

2α
)Γ(1 − p

α
)

cos(pπ
2

)Γ(1 − p)
.

Because of the continuous property, formula (4) is also true in the case of α = 1.
This completes the proof.
Stable densities are supported on either the whole real line or a half line. The latter

situation can only occur when α < 1 and β = 1 or β = −1. By the assessment of the
support of the stable distribution in [7], we see that, if X is a α-stable random variable
then for any p, 0 < p < α < 2, |X|p is not a stable random variable. The following
theorem will give the density functions of |X|p in the form of convergent series.

Theorem 2. Let X ∼ Sα(1, β, 0), then for all p, p > 0, the density function of |X|p
has the form

q|X|p(x, α, β) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
2
pπ

∞∑
n=1

(−1)n−1

n!
Γ(αn+ 1)sin(n

απ

2
)cos(n

γπ

2
)x−

nα
p
−1 if 0 < α < 1

2
pπ

∞∑
n=0

(−1)n

(2n+ 1)!
Γ(

2n+ 1

α
+ 1)cos(

(2n+ 1)γπ

2α
)x

2n+1
p

−1 if 1 < α < 2,

(5)

where x > 0.

Proof. For x > 0, we have

P (|X|p < x) =

∫ x1/p

−x1/p

q(t, α, β)dt.

Thus the density function of |X|p will be

q|X|p(x) =
1

p
q(xp, α, β)x1/p−1 +

1

p
q(xp, α, β)x1/p−1.

The case of 0 < α < 1, with ρ′ = −γ+α
2
, by(3) we have

q|X|p(x) =
1

πp

∞∑
n=1

(−1)n−1

n!
Γ(αn+ 1)[sin(nρπ) + sin(nρ′π)]x−

nα
p
−1

=
2

πp

∞∑
n=1

(−1)n−1

n!
Γ(αn+ 1)sin(n

απ

2
)cos(n

γπ

2
)x−

nα
p
−1.

The same procedure is for the case of 1 < α < 2.
This completes the proof.
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Corollary. If X ∼ Sα(δ, β, 0), then

|X|α d−→ Y −1, α −→ 0+,

where Y has the exponential distribution.

Proof. We consider the case of 0 < α < 1, from (5) with p = α, we have

q|X|α(x) =
2

πα

∞∑
n=1

(−1)n−1

n!
Γ(αn+ 1)sin(n

απ

2
)cos(n

γπ

2
)x−n−1

=
1

x2

∞∑
n=1

(−1)n−1

(n− 1)!
Γ(αn+ 1)

sin(nαπ
2

)

(nαπ
2

)
cos(n

γπ

2
)x−n+1

∼ 1

x2

∞∑
n=1

(−1)n−1

(n− 1)!
x−n+1 =

1

x2
e−

1
x , (6)

when α −→ 0+.
Moreover, we know that the distribution function of Y −1 is

P (Y −1 < x) = P (Y >
1

x
) = e−

1
x , x > 0.

Hence

q|Y |−1 =
1

x2
e−

1
x , x > 0. (7)

Thus from (6) and (7) infer the proof of corollary.
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