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Abstract

The problem of forecasting of autoregressive time series with missing data is
considered in the paper and the asymptotic expansion of the risk of forecasting
under estimated parameters is constructed.

1 Introduction

The autoregressive model is widely used in practice for the statistical analysis and
forecasting of time series in various applications: economy, communication, meteorol-
ogy, geology, environmental protection, astronomy and many others [3, 5, 6, 9]. The
time series in this applications are often observed with missing data [8]. There are two
main sources of missing data. Firstly, some data can not be registered in certain time
moments, for example because they do not exist or there are measurement problems
(holidays, failures of measurement device) [2]. Secondly, some data are ignored by
experts because of unreliability or low level of trust (noises, outliers, heteroscedastic-
ity) [7].

This paper is devoted to the construction of statistical forecasts of autoregressive
time series with missing data and to the evaluation of the risks of forecasting.

2 Mathematical model

Let the observed time series Yt ∈ Rd be defined in time moments t ∈ Z and satisfy the
vector autoregressive model VAR(1) of the dimension d ∈ N on the probabilistic space
(Ω, F, P ) [1]:

Yt = BYt−1 + Ut, t ∈ Z, (1)

where B ∈ Rd×d is a matrix parameter of autoregression, all eigenvalues of the matrix
B are inside the unit circle, Ut ∈ Rd, t ∈ Z, is a vector innovation process defined on
(Ω, F, P ), the random vectors {Ut : t ∈ Z} are independent in the aggregate and have
normal distribution: L{Ut} = N (0d,Σ), t ∈ Z, |Σ| �= 0.

There are missing values in the data. In order to describe the structure of missing
values let define the vector missing pattern Ot ∈ Rd, t ∈ Z, by the following way:

Oti =

{
1, if Yti is observed
0, if Yti is not observed

, t ∈ Z, i ∈ {1, . . . , d}.
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Let define the minimal and the maximal time moments with the observed components:

t− = Min

{
t ∈ Z :

d∑
i=1

Oti > 0

}
, t+ = Max

{
t ∈ Z :

d∑
i=1

Oti > 0

}
,

without loss of generality t− = 1, t+ = T ∈ N. If Ot = 1d, t ∈ {1, . . . , T}, then there
are no missing values and the classical observation model takes place [1].

The vector time series, defined by (1), is stationary and has zero mathematical
expectation E{Yt} = 0d, t ∈ Z, the covariance matrix Cov{Yt, Yt} = G0 ∈ Rd×d, t ∈ Z,
and the covariance function Cov {Yt+τ , Yt} = Gτ ∈ Rd×d, t, τ ∈ Z, where

G0 =

+∞∑
i=0

BiΣ(B′)i,

Gτ = BτG0Iτ≥0 +G0(B
′)−τIτ<0, τ ∈ Z. (2)

The problem is to construct the statistical forecasts of the future values YT+τ ∈ Rd

with depth τ ∈ N of the vector autoregressive time series VAR(1) (1) given the observed
vector time series Y1, . . . , YT with missing pattern O1, . . . , OT and to evaluate the risk
of forecasting.

3 Statistical estimators of parameters

Let denote that the following equations take place for the model (1):

G1 = BG0, G0 = BG′
1 + Σ.

Assume that the missing pattern Ot, t ∈ {1, . . . , T} satisfies the assumption:

T−k∑
t=1

Ot+k,iOtj > 0, k ∈ {0, 1}, i, j ∈ {1, . . . , d},

construct the sample covariances Ĝk ∈ Rd×d, k ∈ {0, 1}:

(Ĝk)ij =

∑T−k
t=1 Yt+k,iYtjOt+k,iOtj∑T−k

t=1 Ot+k,iOtj

, k ∈ {0, 1}, i, j ∈ {1, ..., d}, (3)

and, if |Ĝ0| �= 0, construct the estimators of parameters of the vector autoregressive
model with missing data using the sample covariances (3):

B̂ = Ĝ1Ĝ
−1
0 , Σ̂ = Ĝ0 − Ĝ1Ĝ

−1
0 Ĝ′

1 ∈ R
d×d. (4)

The asymptotic properties (consistency and asymptotic normality) of estimators
(4) can be found in [4].
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4 Statistical forecasting

Let denote that the optimal in the maximum likelihood sense one step predictor of the
vector autoregressive model (1) under totally observed last vector (OT = 1d) is [4]

ŶT+1 = BYT .

If the model parameters B,Σ are unknown let construct the so called “plug-in” fore-
casting statistic using the given by (4) estimator B̂:

ŶT+1 = B̂YT . (5)

The following theorem gives the asymptotic expansion of the matrix risk

R = E

{(
ŶT+τ − YT+τ

)(
ŶT+τ − YT+τ

)′}
∈ R

d×d (6)

of the forecasting statistic (5).

Theorem 1. Let the model (1) takes place, the last vector is observed without missing
values (OT = 1d), the one step (τ = 1) forecasting statistic (5) is used under estimated
by (4) parameters, the missing pattern satisfies the assumption:∑T−k

t=1 Ot+k,iOtj

T − k
−−−−→
T→+∞

ϑk,i,j ∈ (0, 1],

∑T−1
t,t′=1Ot+k,iOtjOt′+k′,i′Ot′j′δt−t′,τ

T − |τ | − 1
−−−−→
T→+∞

ϑ̃τ,k,k′,i,j,i′,j′ ∈ [0, 1].

and the following assumption takes place:

∀n ∈ N, ∃C ∈ (0,+∞), ∃T0 ∈ N,

∀T ≥ T0, ∀θ ∈ (0, 1) E

⎧⎪⎨⎪⎩ 1∣∣∣Id + θG−1
0

(
Ĝ0 −G0

)∣∣∣2n
⎫⎪⎬⎪⎭ ≤ C. (7)

Then the asymptotic expansion of the matrix risk (6) takes place under T → +∞:

R = Σ +
1

T
A+ o

(
1

T

)
1d×d, (8)

where

A =

d∑
i,j,i′,j′=1

+∞∑
τ=−∞

BI(i, j)
(
BI(i′, j′)G−1

0

)′
× ((Gτ )ii′(Gτ )jj′ + (Gτ )ij′(Gτ )ji′)Cτ,0,0,i,j,i′,j′

202



−
d∑

i,j,i′,j′=1

+∞∑
τ=−∞

(
BI(i, j)

(
I(i′, j′)G−1

0

)′
+ I(i′, j′)

(
BI(i, j)G−1

0

)′)
× ((Gτ−1)ii′(Gτ )jj′ + (Gτ )ij′(Gτ−1)ji′)Cτ,0,1,i,j,i′,j′

+
d∑

i,j,i′,j′=1

+∞∑
τ=−∞

I(i, j)
(
I(i′, j′)G−1

0

)′
× ((Gτ )ii′(Gτ )jj′ + (Gτ+1)ij′(Gτ−1)ji′)Cτ,1,1,i,j,i′,j′ ∈ R

d×d,

Cτ,k,k′,i,j,i′,j′ =
ϑ̃τ,k,k′,i,j,i′,j′

ϑk,i,jϑk′,i′,j′
, τ ∈ Z, k, k′ ∈ {0, 1}, i, j, i′, j′ ∈ {1, ..., d},

and I(i, j) ∈ Rd×d, (I(i, j))kl =

{
1, if (k, l) = (i, j)
0, if (k, l) �= (i, j)

, i, j, k, l ∈ {1, . . . , d}.
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