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#### Abstract

A new special case of high-order Markov chains with a small number of parameters - Markov chain of conditional order - is considered. Statistical estimators for parameters of the model by observed time series are constructed; their asymptotic properties are analyzed. Results of computer experiments are presented.
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## 1. INTRODUCTION

Discrete time series are widely used for modeling processes in applications. One usually needs to take into consideration dependence on the previous states of the process. Markov chain of the order $s, s \geq 1$, [1] is a wellknown mathematical model adequate for these purposes. Markov chains are used in signal processing [2], genetics [3], economics [4], information security [5] and many other areas. However, it becomes difficult to use this model when the order $s$ is large as the number of parameters increases exponentially as $s$ grows. Therefore one needs to have the data set of huge size for fitting the model. Thus the problem of development and analysis of special kind of high-order Markov chains with a small number of parameters is rather important. Give some well-known examples of such models. For Markov chain of the order $s$ with $r$ partial connections [6] and for the variable length Markov chain [7] the transition probability depends on some selected states (and its number is quite small), but not on all $s$ states. For Raftery model [8] one needs only one additional parameter for each order. Another mathematical model with a small numbers of parameters - Markov chain of conditional order [9] - is under consideration in this paper. The paper is devoted to identification of this model by observed data.

## 2. MATHEMATICAL MODEL

Introduce the notation: $\mathbf{N}$ is the set of natural numbers, $2 \leq N<\infty ; A=\{0,1, \ldots, N-1\}$ is the finite state space with $N$ elements; $J_{m}^{n}=\left(j_{m}, \ldots, j_{n}\right) \in A^{n-m+1}, n \geq m$, is the multiindex; $\left\{x_{t} \in A: t \in \mathbf{N}\right\}$ is a finite homogeneous Markov chain of the order $s(2 \leq s<\infty)$ defined at some probability space $(\Omega, F, \mathrm{P}) ; P=\left(p_{J_{1}^{++1}}\right)$ is the $(s+1)$ dimensional one-step transition probability matrix, $p_{J_{1}^{+1}}=\mathrm{P}\left\{x_{t+s}=j_{s+1} \mid x_{t+s-1}=j_{s}, \ldots, x_{t}=j_{1}\right\}, t \in \mathbf{N}$; $L \in\{1,2, \ldots, s-1\}, \quad K=N^{L}-1 \quad$ are natural numbers; $Q^{(1)}, \ldots, Q^{(M)}$ are $M(1 \leq M \leq K+1)$ different square stochastic matrices of the order $N: \quad Q^{(m)}=\left(q_{i, j}^{(m)}\right)$, $0 \leq q_{i, j}^{(m)} \leq 1, \sum_{j \in A} q_{i, j}^{(m)} \equiv 1, i, j \in A, 1 \leq m \leq M ;$
$\left\langle J_{n}^{m}\right\rangle=\sum_{k=n}^{m} N^{k-1} j_{k} \in\left\{0,1, \ldots, N^{m-n+1}-1\right\}, \quad 1 \leq n \leq m \leq s$,
is the numeric representation of the multiindex $J_{n}^{m}$; $I\{C\}$ is the indicator of the event $C$.

Define the Markov chain $\left\{x_{t} \in A: t \in \mathbf{N}\right\} \quad$ of conditional order if its one-step transition probabilities have the following form:

$$
\begin{equation*}
p_{J_{1}^{s+1}}=\sum_{k=0}^{K} I\left\{<J_{s-L+1}^{s}>=k\right\} q_{j_{b_{k}, j_{s+1}}^{\left(m_{k}\right)}}^{s} \tag{1}
\end{equation*}
$$

where $\quad 1 \leq m_{k} \leq M, \quad 1 \leq b_{k} \leq s-L, \quad 0 \leq k \leq K$, $\min _{0 \leq k \leq K} b_{k}=1$; and all elements of the set $\{1,2, \ldots, M\}$ occur in the sequence $m_{0}, \ldots, m_{K}$. The sequence of elements $J_{s-L+1}^{s}$, that determines the condition in the formula (1), is called the base memory fragment (BMF) of the random sequence. According to the definition (1) the state of the model $x_{t}$ at time $t$ doesn't depend on all previous states, but depends only on $L+1$ states $\left(j_{b_{k}}, J_{s-L+1}^{s}\right)$; the value of BMF $J_{s-L+1}^{s}$ determines not only the state $j_{b_{k}}$, but it also determines the transition matrix.

Thus the Markov chain of conditional order is determined by the following parameters: unconditional order $s$ of the Markov chain; the length of BMF ( $L$ ); $K+1$ parameters $\left\{b_{k}\right\}$ determining conditional orders of the Markov chain $s_{k}=s-b_{k}+1 \in\{L+1, L+2, \ldots, s\} ; K+1$ parameters $\left\{m_{k}\right\}$ determining transition matrix; $M$ stochastic matrices of the order $N$, which are described by $M N(N-1)$ independent parameters. Hence the transition matrix $P=\left(p_{J_{1}^{++1}}\right)$ of the Markov chain of conditional order is defined by $D=2\left(N^{L}+1\right)+M N(N-1)$ independent parameters.

Note that if $L=s-1, b_{0}=\ldots=b_{K}=1$, we have fully connected Markov chain of the order $s$; similarly if $b_{0}=\ldots=b_{K}=s-L$, we have fully connected Markov chain of the order $L+1$. If $M=K+1$, then all the parameters $\left\{m_{k}\right\}$ are different and each value $k$ of BMF has its own transition matrix $Q^{(k)}$.

## 3. STATISTICAL ESTIMATION OF PARAMETERS

At first, let us give ergodicity conditions for the Markov chain of conditional order.

Theorem 1. Markov chain of conditional order is ergodic if and only if there exists a natural number $m \in \mathbf{N}, s \leq m<\infty$, such that the following inequality holds:

$$
\begin{equation*}
\min _{J_{i}^{s}, J_{i+m}^{i+m} \in A^{s}} \sum_{k=0}^{K} \sum_{J_{s+1}^{m} \in A^{m-s}} \prod_{i=1}^{m} I\left\{J_{i+s-L}^{i+s-1}=k\right\} q_{j_{b_{k+1}+1}, j_{i+s}}^{\left(m_{k}\right)}>0 . \tag{2}
\end{equation*}
$$

In the sequel, we will consider ergodic Markov chains. Denote the probability distribution of the $J_{0}^{l}$ by $\pi\left(r, J_{0}^{l}\right)$
$=\mathrm{P}\left\{x_{t}=j_{0}, X_{t+r+1}^{t+r+l}=J_{1}^{l}\right\}, J_{0}^{l} \in A^{l+1}, l=0,1, \ldots, \pi\left(0, J_{0}^{l}\right)$ $=\pi\left(J_{0}^{l}\right)$.

Construct now estimators of parameters of the model. At first, let us obtain the maximum likelihood estimators (MLE) of the matrices $Q^{(1)}, \ldots, Q^{(M)}$ using an observed realization $X_{1}^{n}$ of length $n$. All other parameters are assumed to be known. We need the following notation:

$$
\begin{aligned}
& 1 \leq l \leq s, 0 \leq l_{0} \leq s-l ; \\
& A^{s+1}\left(J_{1}^{l}\right)=\left\{I_{1}^{s+1} \in A^{s+1}: I_{1}^{l}=J_{1}^{l}\right\}, \\
& A^{1+l_{0}+l}\left(j_{0}^{l_{0}}, J_{1}^{l}\right)=\left\{I_{1}^{1+l_{0}+l} \in A^{1+l_{0}+l}: i_{1}=j_{0}, I_{2+l_{0}}^{1+l_{0}+l}=J_{1}^{l}\right\} ; \\
& v_{J_{1}^{+1}}(n)=\sum_{t=1}^{n-s} \delta_{X_{t}^{+s}, J_{1}^{s+1}}, v_{J_{1}^{\prime}}(n)=\sum_{I_{1}^{++1} \in A^{++1}\left(J_{1}^{\prime}\right)} v_{l_{1}^{+1}}(n), \\
& v_{j_{0}, J_{1}^{\prime}}^{\left(l_{0}\right)}(n)=\sum_{I_{1}^{I+t_{0}+1} \in A^{1+10_{0}+1}\left(j_{0}^{l_{0}}, J_{1}^{\prime}\right)} v_{I_{1}^{1+1+1}}(n),
\end{aligned}
$$

$\bar{P}=\left(\bar{p}_{\left\langle I_{1}^{f}\right\rangle,\left\langle J_{1}^{f}\right\rangle}\right)$ is the one-step transition probability matrix for the $s$-dimensional Markov chain of the first order $X^{(t)}=\left(x_{t}, x_{t+1}, \ldots, x_{t+s-1}\right), t \in \mathbf{N}$, with extended state space, $I_{1}^{s}, J_{1}^{s} \in A^{s}, \quad \bar{p}_{\left\langle I_{1}^{s}\right\rangle\left\langle J_{1}^{s}\right\rangle}=\delta_{I_{2}^{s}, J_{1}^{-1}} p_{I_{1}^{s}, j_{s}} . E_{N^{s}}$ is the identity matrix of the order $N^{s} ; P^{*}=\lim _{n \rightarrow \infty} \bar{P}^{n}$ is the limit matrix; $\quad Z=\left(E_{N^{s}}-\bar{P}+P^{*}\right)^{-1}=\left(z_{I_{1}^{s}, J_{1}^{s}}\right), \quad I_{1}^{s}, J_{1}^{s} \in A^{s}$, $h\left(J_{0}^{L+1}, I_{0}^{L}\right)=\sum_{E_{1}^{3+1} \in A_{j}} \sum_{F_{1}^{s+1} \in A_{i}} \pi_{E_{1}^{s}} z_{E_{2}^{s+1}, F_{1}^{s}} \quad$ (we $\quad$ denote $A_{j}=A^{1+l_{0}+l}\left(j_{0}^{l_{0}}, J_{1}^{l}\right)$ for shot $)$.

Theorem 2. If true values $L,\left\{b_{k}\right\}$ and $\left\{m_{k}=k\right\}$ are known, then the MLE for the one-step transition probabilities $q_{u, v}^{\left(m_{k}\right)}, u, \mathrm{v} \in A$, are

$$
\left\{\begin{array}{l}
\hat{q}_{u, v}^{\left(m_{k}\right)}=\sum_{w \in A^{\beta_{w}}} I\{\langle w\rangle=k\} \frac{v_{u, v \mathrm{v}}^{\left(l_{k}\right)}(n)}{v_{u, w}^{\left(l_{k}\right)}(n)} \text {, if } v_{u, w}^{\left(k_{k}\right)}(n)>0,  \tag{3}\\
1 / N, \text { if } v_{u, w}^{\left(l_{k}\right)}(n)=0 .
\end{array}\right.
$$

where $l_{k}=s-b_{k}-L$.
Remark. If some parameters $\left\{m_{k}\right\}, k=0,1, \ldots, K$, are equal, i.e. one transition matrix corresponds to different base memory fragments, then the MLE have the following form:

$$
\hat{q}_{u, v}^{\left(m_{k}\right)}=\left\{\begin{array}{l}
\sum_{w \in M_{m}} v_{u, w v}^{b_{k}}(n)  \tag{4}\\
\sum_{w \in M_{k} m_{k}} \nu_{u, w}^{b_{k}}(n) \\
1 / N, \text { if } \sum_{w \in M_{M_{k}}} \nu_{u, w} \nu_{u, w}^{b_{k}}(n)=0,
\end{array}\right.
$$

where $M_{i}=\left\{w \in A^{B_{s}}: m_{<w>}=i\right\}, i=1, \ldots, M, \bigcup_{i=1}^{M} M_{i}=A^{B_{z}}$.
Construct now estimators for the parameters $b_{k}$, which determine conditional order of the chain $s_{k}, k=0, \ldots, K$.

Theorem 3. If the true values $L,\left\{m_{k}\right\}$ are known, then the MLE of $\left\{b_{k}\right\}$ are

$$
\begin{equation*}
\hat{b}_{k}=\underset{1 \leq b \leq s-L}{\arg \max } \sum_{i, j \in A} v_{i, w j}^{s-b-L}(n) \ln \left(\hat{q}_{i, j}^{m_{k}}\right), k=0, \ldots, K . \tag{5}
\end{equation*}
$$

Finally, estimate the length of BMF $L$ and the order of the chain $s$. These estimators are constructed using Bayesian Informational Criterion [10]:

$$
\begin{equation*}
(\hat{s}, \hat{L})=\underset{2 \leq s \leq S_{+}, 1 \leq L \leq L_{+}}{\arg \min } B I C(s, L), \tag{6}
\end{equation*}
$$

$\operatorname{BIC}(s, L)=-\left(\sum_{\substack{u, v \in A, k=0 \\ w \in A^{A}}} \sum_{\substack{K}}^{K} \delta_{\langle w>, k} v_{u, w v}^{\left(s-\hat{b}_{k}-L\right)}(n) \ln \hat{q}_{u, v}^{(k)}\right)+2 N^{L} \log n$,
where $S_{+} \geq 2,1 \leq L_{+} \leq S_{+}-1$ are maximal admissible values of the parameters $s$ and $L$ respectively; estimators $\hat{Q}^{(i)}, i=1, \ldots, M$, and $\hat{b}_{k}, k=0, \ldots, K$, can be found using (3) and (5) respectively.

## 3. ASYMPTOTIC PROPERTIES OF THE

## ESTIMATORS (3), (5)

We'll use the notation:

$$
\begin{aligned}
& q_{J_{0}^{L+1}}= \sum_{k=0}^{K} I\left\{\left\langle J_{1}^{L}=k>\right\} q_{j_{0}, j_{L+1}}^{(k)}, \bar{q}_{J_{0}^{L+1}}=\sqrt{n^{-}}\left(\hat{q}_{J_{0}^{L+1}}\right.\right. \\
&\left.q_{J_{0}^{L+1}}\right) \\
& l_{k}(b)=\sum_{j_{0}, j_{L+1} \in A} \pi\left(r_{b}, J_{0}^{L+1}\right) \ln \frac{\pi\left(r_{b}, J_{0}^{L+1}\right)}{\pi\left(r_{b}, J_{0}^{L}\right)},
\end{aligned}
$$

where $k$ is a integer number, such that $\left\langle J_{1}^{L}\right\rangle=k, r_{b}=s-$

$$
\begin{aligned}
b- & L, b=1, \ldots, s-L ; I_{k}(b)=I_{k}\left(b, j_{L+1}, J_{1}^{L}\right)= \\
& =\sum_{j_{0}, j_{L+1} \in A} \pi\left(r_{b}, J_{0}^{L+1}\right) \ln \frac{\pi\left(r_{b}, J_{0}^{L+1}\right)}{\pi\left(r_{b}, J_{0}^{L}\right) \pi\left(j_{L+1}\right)} \quad \text { is the }
\end{aligned}
$$

Shannon information [5] on the symbol $j_{L+1}$ contained in the sequence $J_{0}^{l}$ under fixed BMF $J_{1}^{L}$. The position of the symbol $j_{0}$ is determined by $b$; similarly

$$
\begin{gather*}
I_{k}=I_{k}\left(j_{L+1}, H_{1}^{s-L} J_{1}^{L}\right)= \\
=\sum_{H_{1}^{-L} \in A^{-L}} \sum_{j_{L+1} \in A} \pi\left(H_{1}^{s-L} J_{1}^{L+1}\right) \ln \frac{\pi\left(H_{1}^{s-L} J_{1}^{L+1}\right)}{\pi\left(H_{1}^{s-L} J_{1}^{L}\right) \pi\left(j_{L+1}\right)} .(7)  \tag{7}\\
\hat{l}_{k}(b)=\sum_{j_{0}, j_{L+1} \in A} \hat{\pi}\left(r_{b}, J_{0}^{L+1}\right) \ln \frac{\hat{\pi}\left(r_{b}, J_{0}^{L+1}\right)}{\hat{\pi}\left(r_{b}, J_{0}^{L}\right)}, \\
\hat{I}_{k}(b)=\sum_{j_{0}, j_{L+1} \in A} \hat{\pi}\left(r_{b}, J_{0}^{L+1}\right) \ln \frac{\hat{\pi}\left(r_{b}, J_{0}^{L+1}\right)}{\hat{\pi}\left(r_{b}, J_{0}^{L}\right) \hat{\pi}\left(j_{L+1}\right)}
\end{gather*}
$$

$$
\text { atistical estimators of the parameters } l,(b) \text { and } L(b)
$$

$$
\text { respectively; } \bar{\psi}_{H}(r)=\sqrt{n^{-}}\left(\hat{I}_{H}(r)-I_{H}(r)\right)
$$

Theorem 4. If the Markov chain of conditional order (1) is stationary, then (2) gives consistent estimators at $n \rightarrow \infty$ :

$$
\begin{equation*}
\hat{q}_{u, \mathrm{v}}^{(m)} \xrightarrow{\mathrm{P}} q_{u, \mathrm{v}}^{(m)}, 1 \leq m \leq M . \tag{7}
\end{equation*}
$$

Theorem 5. Under the conditions of Theorem 4 at $n \rightarrow \infty$ the random variables $\left\{\bar{q}_{J_{0}^{L+1}}: J_{0}^{L+1} \in A^{L+2}\right\}$ are jointly asymptotically normal with zero means and covariance matrix $\Sigma_{q}=\Sigma_{q}\left(J_{0}^{L+1}, I_{0}^{L+1}\right)$ :
$\Sigma_{q}\left(J_{0}^{L+1}, I_{0}^{L+1}\right)=I\left\{J_{0}^{L}=I_{0}^{L}\right\} q_{J_{0}^{L_{0}^{+1}}} \frac{I\left\{j_{L+1}=i_{L+1}\right\}-q_{J_{0}^{L} i_{L+1}}}{\pi\left(J_{0}^{L}\right)}$.
Prove now the consistency property for the
estimators (5).
Lemma 1. Under the conditions of Theorem 4, if $J_{1}^{L}$, $\left\langle J_{1}^{L}\right\rangle=k$, is fixed BMF, then

$$
\arg \max _{1 \leq b \leq s-L} l_{k}(b)=\arg \max _{1 \leq b \leq s-L} I_{k}(b)
$$

Lemma 2. Under the conditions of Lemma 1

$$
I_{k}(b)=I_{k} \text {. }
$$

Theorem 6. Under the conditions of Lemma 1at $n \rightarrow \infty$ the statistic $\hat{b}_{k}$ is a consistent estimator:

$$
\hat{b}_{k} \xrightarrow{\mathrm{P}} b_{k} .
$$

Theorem 7. Under the conditions of Theorem 4 at $n \rightarrow \infty$ the random variables $\left\{\bar{\psi}_{H}(r)\right\}$ are jointly asymptotically normal with zero means and covariance $\operatorname{matrix} \Sigma_{\psi}=\Sigma_{\psi}(r, k), 0 \leq r, k \leq s-L-1$,

$$
\begin{gathered}
\Sigma_{\psi}(r, k)=\sum_{f_{0}, f_{L+1}} \sum_{g_{0}, g_{L+1}} t_{1} t_{2} t_{3} t_{4}-t_{5} \\
t_{1}=\ln \frac{\pi\left(r, f_{0} H_{1}^{L} f_{L+1}\right)}{\pi\left(r, f_{0} H_{1}^{L}\right) \pi\left(f_{L+1}\right)}-\frac{\pi\left(H_{1}^{L} f_{L+1}\right)}{\pi\left(f_{L+1}\right)}, \\
t_{2}=\ln \frac{\pi\left(k, g_{0} H_{1}^{L} g_{L+1}\right)}{\pi\left(k, g_{0} H_{1}^{L}\right) \pi\left(g_{L+1}\right)}-\frac{\pi\left(H_{1}^{L} g_{L+1}\right)}{\pi\left(g_{L+1}\right)}, \\
t_{3}=\sum_{E_{1}^{s+1} \in A^{s+1}} \pi\left(E_{1}^{s+1}\right)+\frac{\pi\left(r, f_{0} H_{1}^{L} f_{L+1}\right)}{\pi\left(r, f_{0} H_{1}^{L}\right)} \cdot \frac{\pi\left(k, g_{0} H_{1}^{L+1}\right)}{\pi\left(k, g_{0} H_{1}^{L}\right)}, \\
t_{4}=h\left(f_{0} H_{1}^{L} f_{L+1}, g_{0} H_{1}^{L}\right)+h\left(g_{0} H_{1}^{L} g_{L+1}, f_{0} H_{1}^{L}\right), \\
t_{5}=3 \pi\left(r, f_{0} H_{1}^{L} f_{L+1}\right) \pi\left(k, g_{0} H_{1}^{L} g_{L+1}\right) .
\end{gathered}
$$

## 4. NUMERICAL EXPERIMENTS

Experiment 1. Illustrate consistency of the estimators $\hat{\mathbf{b}}=\left(\hat{b}_{0}, \ldots, \hat{b}_{K}\right)$, calculated according to (5).

Numerical experiment was conducted as follows: $U=100$ independent realizations of the Markov chain of conditional order of fixed length $n$ was simulated for the parameters: $N=2, A=\{0,1\}, s=2, L=4, M=K+1=16, \mathbf{b}=(4$, $10,19,18,17,1,1,1,3,25,28,13,7,23,2,1)$, $1 \leq b_{i} \leq 28,0 \leq i \leq K=15$. The length realization $n$ varied from $10^{3}$ to $10^{7}$. Parameter $\mathbf{b}$ and matrices $Q^{(1)}, \ldots, Q^{(M)}$ are unknown.

Estimators $\hat{\mathbf{b}}$ were calculated for each $u$-th realization $u=1, \ldots, U$, and corresponding matrices $\hat{Q}^{(i)}=\hat{Q}^{(i)}(\hat{\mathbf{b}}), i=1, \ldots, M \quad$ were obtained. We used estimate of the variance $\hat{\mathrm{v}}_{n}^{u}=\sum_{k=0}^{K} \sum_{i, j=0}^{N}\left(\hat{q}_{i j}^{(k)}-q_{i j}^{(k)}\right)^{2}$ as a measure of accuracy of the estimators for $u$-th realization of the length $n$. For each value of $n$ estimators $\left\{\hat{\mathrm{V}}_{n}^{u}\right\}$ were computed; then the total mean square error for the estimators $\hat{\mathrm{v}}_{n}=\frac{1}{U} \sum_{u=1}^{U} \hat{\mathrm{v}}_{n}^{u}$ was evaluated. The results are plotted on Figure 1 as little circles; large circles correspond to similar errors obtained using the correct values of $\mathbf{b}$.


Fig. 1 - Dependence $\mathbf{v}=\mathbf{v}(\boldsymbol{n})$
Experiment 2. Estimate BMF length $L$ and the order of the Markov chain $s$ using the Bayesian Information Criterion (BIC). Also we compare BIC with another wellknown criterion - Akaike Information Criterion (AIC) [11]:

$$
\begin{gathered}
B I C(s, L)=-l_{n}\left(X_{1}^{n}, L, s\right)+\frac{D}{2} \ln (n), \\
\operatorname{AIC}(s, L)=-l_{n}\left(X_{1}^{n}, L, s\right)+D
\end{gathered}
$$

where $D=2\left(N^{L}+1\right)+M N(N-1)$ is the number of independent parameters of the model,

$$
l_{n}\left(X_{1}^{n}, L, s\right)=\sum_{\substack{u, v \in A, k=0 \\ w \in A^{+}}} \sum_{k=0}^{K} I(\langle w\rangle=k) v^{l_{k}}(u w v) \ln q_{u, v}^{\left(m_{k}\right)}
$$

is a log-likelihood function $(\hat{s}, \hat{L})=\underset{2 \leq s \leq \bar{S}, 1 \leq L \leq \bar{L}}{\arg \min } B I C(s, L)$
or $(\hat{s}, \hat{L})=\underset{2 \leq s \leq \bar{S}, 1 \leq L \leq \bar{L}}{\arg \min } A I C(s, L)$.
The Markov chain of conditional order is simulated with the following parameters: $A=\{0,1\}, N=2, s=4$, $M=2, L=2, b_{0}=2, b_{1}=2, b_{2}=1, b_{3}=1, m_{0}=1, m_{1}=2$, $m_{2}=1, m_{3}=2$. The length of the chain $n=20000$. Matrices $Q^{(1)}$ and $Q^{(2)}$ are:

$$
Q^{(1)}=\left(\begin{array}{ll}
0.18 & 0.82 \\
0.41 & 0.59
\end{array}\right), Q^{(2)}=\left(\begin{array}{cc}
0.77 & 0.23 \\
0.09 & 0.91
\end{array}\right) .
$$

Maximal admissible values of the order and the BMF are $S_{+}=8, L_{+}=4$. If $M$ is unknown, let us assume its maximal admissible value $M=N^{L}, D=N^{L}(2+N(N-1))$ (each value of BMF has its own transition matrix). The values of $s, B$ and the corresponding values of BIC and AIC are given in Table 1.
Table 1. Estimates of $s, L$

| $(\boldsymbol{s}, \boldsymbol{L})$ | BIC | AIC | $(\boldsymbol{s}, \boldsymbol{L})$ | BIC | AIC |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(2,1)$ | 13477 | 13445 | $(6,2)$ | 9997 | 9934 |
| $(3,1)$ | 12359 | 12327 | $(6,3)$ | 10072 | 9946 |
| $(3,2)$ | 11964 | 11901 | $(6,4)$ | 10217 | 9964 |
| $(4,1)$ | 10701 | 10670 | $(7,1)$ | 10701 | 10670 |
| $(4,2)$ | 9997 | 9934 | $(7,2)$ | 9997 | 9934 |


| $(4,2)$ | 10073 | 9946 | $(7,4)$ | 10071 | 9944 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(5,1)$ | 10701 | 10670 | $(7,3)$ | 10211 | 9958 |
| $(5,2)$ | 9997 | 9934 | $(8,1)$ | 10701 | 10670 |
| $(5,3)$ | 10072 | 9946 | $(8,2)$ | 9997 | 9934 |
| $(5,4)$ | 10221 | 9968 | $(8,3)$ | 10069 | 9942 |
| $(6,1)$ | 10701 | 10670 | $(8,4)$ | 10207 | 9954 |

We can see from Table 1 that $\operatorname{BIC}(s, L)$ attains the minimum if $L=2$ and $s=4,5, \ldots, 8$. The true order of the chain is equal to $s=4$; the following pairs $(s, L):(4,2)$, $(5,2),(6,2),(7,2),(8,2)$ are equivalent because we have the same values of conditional orders $s_{k}$ for all ones. $\operatorname{AIC}(s, L)$ reaches the minimum on equivalent pairs $(4,2)$ and (5,2). So both BIC and AIC attains the minimum on true values of $s$ and $L$.

## 6. CONCLUSION

In this paper we consider the Markov chain of conditional order which is a new model of the high-order Markov chain with a small number of parameters. Statistical estimators for parameters of the model are constructed. Asymptotic properties of transition probabilities and conditional orders are analyzed. Numerical experiments illustrate the theoretical results.
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