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Abstract. The problem of statistical classification of multivariate normal (Gaussian) observa-
tions in the subspace of informative features is studied. The iterative stepwise method for non-
informative feature rejection is proposed and efficiency of transition to the selected features is
analytically investigated

Mathematical model

Let random cbservation x (N -vector) from L >2 classes {Q,,...,Q,} be regis-
tered in the feature space R”. Introduce the notation: d° € S ={l,...,L} is an unknown
random index of the class, to which the observation x belongs:

Pld’=i}=xz>0,ieS (A +..+7, =1), 8}
where {fr,. }‘.Es are prior class probabilities {1-5]. Under fixed d° =i (i € §) the observa-
tion x € R" is described by the conditional probability density function:

p.(x)20, xeRY: Lﬁp,.(x)dx=l,ieS.

Classes {Q, }ieS are completely determined by the introduced characteristics

{r..p, (-)}jes . To classify a random observation x € R” the well-known Bayesian decision
rule (BDR) {1,3], which minimizes the risk (the classification error probability), is used.
However, often in practice the initial feature space is redundant. It means that its
dimension N is too large [1-3], and the noninformative feature subset must be rejected
from the initial space of N features [2].
In this paper the weli-known Fisher model {1, 3] of multivariate normal (Gaussmn)
distribution mixture is investigated:

pi(x)= nN(x|p,,E),xeR”’ ieS (2)

k4

where
ny (x| 1,5 = (27) ™2 (det(E)) ™2 exp(—%(x«u,)fz*’(x—p.-)]

is N -variate Gaussian probability density function with mathematical mean vector
= E{x|d® =i} e R" (so called “centre” [1,4] of the class Q,) and non-singular covari-

ance (NxN)matrix T =E{(x-uXx-p) |d" =i} (det{£)%0), common for all

classes (here “T 7 is the transposition symbel).

Stepwise method for feature rejection

Now we consider the stepwise transition from R" to the subspace of informative
features. On each step one noninformative feature is rejected from the initial space. With-



out loss of generality we assume that rejected feature is the last one and the observation
x € R" takes the form:

X=X, Xy s Xy s Xy )T = ((xN_l)TlxN ) eR",

and
M= ()u;',l Y P TIRTY LRTRPY LY )T = ((au;N—l )rllul.N )I‘ e RY s

are the following expansions for the mathematical mean vector u, € R” and the covariance
matrix X.

Let p, = JG;_IET\;_,_ Oy /Ty denote the multiple correiation coefficient [2].

We say that feature is noninformative if p,, is close to unity. To estimate the efficiency of
transition from the initial feature space let the risk value |1, 3, 4] be used.
Recall [1,3] that under the conditions of Fisher model (1), (2} the BDR in the initial
feature space is represented in the form (x € R" ):
dlY (x)=argmax{2inz, —(x— 1) L7 (x - p,)},

ey

and the following risk value is determined by the expression:
r = Pl ()% d%) = Y n, P ()= ld° =if= 3)

ies

NAzt
= Z’tiz .L“" HI((x_ﬂj)Tzvl(ﬂ; —ﬂk)+—2j——ln§L}N(x|#,-,Z)dx,

ey Jel kel i
S k=

where f(z)={1,ecma z=0;0, ecnn z <0} is the unit function;
Ny = J(ﬂ, ) E e, - ) O]

is the Mahalanobis distance [1,3] between classes 2, Q, in the initial space (k= j& 5).

It is clear that selected features (x¥~ € R"') are also determined by the Fisher
model, but with parameters { u } s and ., .. Hence in the selected feature space the

BDR has the form:

("'(]N“‘t (xN"l ) = arg max{z ln 7?,— - (mel = ;‘iN_I )T E;"I—I,Nmi (xN-l - Jur'N_] )} ]

ies

and the risk r)*™ = P{d)"' (x" ")y # d°}:
o= Z’r; Z L,\-‘_| H’[(xN_l - ﬂ}v_l ) e (Pf_l —# D+ ()
Jje8 keS

ie8

g ke J
&2
Nt~k

2

e N-l g N-L Nl
_lnx_ N1 & 2 75 YRV 7 - S

i)
where



B =T YR T - ©)
is the Mahalanobis interciass distance in the selected feature space (k= je S).
In the case of two classes ( L = 2 ) expressions (3), (5) are simplified {1, 3):
A, Inhk Ay Inhk %
75 =751¢(_J—_T]+752®['"2N_ T]’ Ay=yAg, h==- (D)

N 2

rnN-l =3'3'|(D _A_N“L_ lnh +;‘r2 -— AN_] -+ lnh N AN-—I=N~1A|2’ (8)
2 Ay 2 Ay

where ®(z) = [ @(w)dw is the standard Gaussian distribution function with probability

1 CXD(— -aii‘}
N27m 2 )

Efficiency of transition to the informative features

Let the relations for the risk (3), (5) (in the case of two classes (7), (8)) be used to
investigate the efficiency of transition from initial space R" to the selected feature space
RM.

First, let us formulate the following helpful lemmas.

Lemma 1. Under the conditions of Fisher model the following inequalities for the
risk (3), (5) are true:

' SZ::ZG)[ ""h‘“”f’f] -uzxzq:{ AJ-‘“”*'/”J'].@)
N

density function ¢{w) =

ies fes i 18 Jjes W-I Al‘j
I Fi

Corollary. In the case of two classes (L = 2) the exact equalities take place and
expressions (9) coincide with (7), (8).

Lemma 2, If , A, is the Mahalanobis interclass distance in the selected feature

space R"™ from (6) and , A, is the Mahalanobis interclass distance in the initial feature
space R" from (4), then the following representation takes place (i = je S ):
N-—]AU”NAZ —(1 _pIZV)_IJ;’l.N((pf N H ) GN- E;,] 1LN- I(PN- N“ )) (o
Theorem 1. Let Ar, bearisk bias: Ar, =" - r >0, where r, »,'"" are the
risk values from (3), (5). If wunder the conditions of Fisher model:
8, =i(p,._~ T TE - S N T -»,uf")l —0,i# je S, thenfor L 22 classes the
following inequality is true:

: 1 , Iz /7 1
Ar, S—z—(lwpi,) O‘NVZJE Zq)( 2" - / "} 5; +O((ﬂ2§5u)4)’(“)

ie$ 18 NA" NA"

e i i
and for the case of two classes (L =2)
L7 Ay Inh
!‘o '—ro +"‘(1 PN) ! NINE"!N'" ""5""“"2‘-;']5[22 at’j‘ (12)
We suppose that the rejected feature has a large correlation with other features.
This means that the condition of Theorem 1 is well-defined.
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Note that the influence of the features rejected on previous steps is not taken into
account. :

Let R™ be an informative feature subspace obtained on the (N ~ m)-th step. With-
out loss of generality we assume that the rejected N —m features are the last ones and the
observation x & R" takes the form:

x=((x") [x"™) )Y eRY, x"eR", x" " eRY",
Therefore
w=lry ()} €Y, ur e BT, p e RM eSS,

L] N-m

3= _EM___E__E_M_E-_M_. "
Ejn;,N—m ;zN-m,N—m N-—m

are the following representations for the mathematical mean vector g, € R” and the co-

variance matrix .
It is easily shown that in the selected feature space the BDR has the form

(x" e R"):
dy (x") =argmax{2Inz, - (x" ~ p") T, (x" — 4" )},

ies

and the risk 7" = P{d] (x") = d°}:

1 mA2 /4
=X X [TH| 67 = a2, ) — i+ =2 ~In—
el ii}ngif 2 T,

Jnm(xm |#:ﬂ?zm,m )‘ir“|I * (13)

£

where

WD = = Y T (e — ) (14)

is the Mahatanobis interclass distance in the space of m selected features (k# je §).
In the case of two classes ( L = 2 ) expression (13) takes the form:

) A, lnh A, Ink T
R Rt ) IR SWWEE S

Lemma 3. If | A, is the Mahalanobis interclass distance in the selected feature
space R” from (14) and , A, is the Mahalanobis interclass distance in the initial feature
space R" from (4), then the following representation takes place (i # f € S ):

—m —n m m — -m - m m
o=y = = Y = BT~ Y B (Y - ) =BG - 1)), (16)
=Z, -2 mEm T

mN-m™“mm“nN-m
random x"™™ € R”™ under the fixed x” e R”, and B=X", £ is the matrix of re-

mN-m~mm

where T is the conditional covariance matrix for

N1, N—m|m -m,N-m

gression coefficients [2].
The relations for the risk (3), (13) (in the case of two classes (7), (15)) be used to
investigate efficiency of transition from initial space R" to the informative feature sub-

space R™.



Theorem 2. Let Ar, be a risk bias: Ar, = r;” —r" 20, where ", " are the
risk values from (3), (13). If under the conditions of Fisher model: 5, =

i#je8, where 6,;=( ,‘”"”—yf"")—B(p,’“—yf‘)eR”"", ‘5U|=1f(5,})755, is the

Euclidean norm, then for L = 2 classes the following inequality is true:

A, Inn/r,
Ar, S — EHESNA; [-— ”2”- ,wl‘l/;, "]x an
%0, Copn ) T ~ Bion) T ) +O((1333§5 ) )
and for the case of two classes (L =2, A, = A, h=-:§i- :
Ar =lf'—.fp[--AJ“—-'—"-’?-](J;Z)T(z;,y:,,}”_m)‘" ([y =P V' ZH unbn+0l5L).  (19)
o 2A 2 AN

where the (N M)X(N m)—matnx pN -m (E_ N-m N—m)l Em N-m mmzm N~mzN}Em,N—m iS me
analog of the muitiple correlation coefficient p, € R'.

Note, in practice results (17), (18) allow to reject features such that the general in-
crement of the risk is less then any predetermined value. On the other hand, the local in-
crement of the risk value on the fixed step for one feature is controlled by expressions (11),

(12).
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