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In recent two decades, application of parallel algorithms for solving

computational and controlling problems have been increased speedy. The

main idea in inventing of parallel computers and in designing of parallel

algorithm was developing of executing power of system in n-fold by

using of n-microprocessors or chips. Nowadays we can find many actual

problems which are solved in parallel structures. But there is an important

moment here about the problem if can we divide all mathematical and

computational problems into several sections in any sizes for parallel

computing? Of course no! It should be attended that, every parallel

algorithm executes by several parallel processes which are creating bye

that algorithm. Each process can be executed by one physical processor

if there are enough numbers of micro processors in our parallel computer.

Since when a parallel algorithm creates a process for solving a part of large

scale problem, spend a determine time for doing it. Therefore, attending

to computational aspects and also needed time of execution of operations

exists in that process, we should divide the problem into several parts and

also do data partitioning according to process creation time. Unfortunately,

in many books and articles there isn’t any attention on this problem. It

should be selected suitable and optimal size for partitioning. For example,

in the program for adding numbers of other similar algorithms giving

each adding operation to one process which the time for creation and

termination of that is more than its execution will not suitable selection.

Else, the execution time of serial algorithm for the same problem will be

less than parallel variant. But in large scale computational problems this

strategy can be implemented and it will be optimal. In this situation we

can use technique of process grouping. Here also it should be attended that

for achieving more effectiveness in the parallel algorithm, the size of group

must be optimal.
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