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Abstract

Weight spectra of random equiprobable linear codes over GF(p) are con-
cerned. For a random linear code over GF(p) we derive explicit formulae for
expectation and variance of number of vectors with fixed weight; bounds of the
distribution of minimal weight of non-zero vectors are also obtained.

1 Introduction

Let p be a fixed prime number. By Ff,v ={X = (z1,...,2n) : 21,...,2n € F,}
we denote linear N-dimensional space over F,, a k-dimensional linear code is a k-
dimensional subspace L C F)Y.

For a vector X = (x1,...,2y) € F)) the weight of X is the number

w(X)=3"" I{r, #0)

of non-zero coordinates of X.
By (FY )S and (F) -, We denote respectively the set of vectors in F,’ having fixed
weight s and the set of non-zero vectors of the weight less then or equal to s:

(F)), ={X eFluX)=s}, (F))_ ={X€F[0<w(X)<s},

so Bl = .., (F)),-
Assume vg(L) = |L N (Fév)s| and v<s(L) = |[L N (Fév)q |, the set {v,(L)}Y, is
called the weight spectrum of the code L. -

2 Expectation and variance of v (L) and v<,(L)
Consider the set of all k-dimensional codes over F:f)v . We refer to a code L having an

equiprobable distribution on the set of all such codes as an equiprobable k-dimensional
code over F)'.

Theorem 1. If L is an equiprobable k-dimensional code over F]JDV, then fors=1,..., N
k
svs P 1
(P* = 1)~ —p") ( (p—1)'C - 1)
Du,(L) = (p — 1)*T'Cs 1—
( ) ( ) N (pN . 1)2 pN —p
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and for s,t € {1,...,N}, s #1,
ko N _ .k
con(v. (L), w(L) = ~(p = DR Clby = P

Theorem 2. If L is an equiprobable k-dimensional code over FZJ?V, then fors=1,...,N

k
P — 1 s r o
EUSS(L> - pN ] Zr:l(p - 1) C’N7

Duci(t) = TSI ST - 1y

X ((1 + le_ p) (p—1) - le_p Z;(p B 1)TC}«V) <
<o~ 0L ),

Corollary 1. If L is an equiprobable k-dimensional code over Fév and

p(L) = min{w(z) : = € L\{0}},

then
1

1+ Erte (p— 1) (Busy(L))

< P{u(L) < s} < Bue, (D).

3 Distributions of sums of vectors with fixed
weihgts

Theorem 3. If X and Y are independent random vectors in Fév, the vector X 1s
uniformly distributed on the set of vectors of weight s and the vector Y is uniformly
distributed on the set of vectors of weight t, then for |s —t| < m < min{s +¢, N}

P{w(X+Y)=m}=p"(tsm)

- Ogct_—js m—(s+t—27 _j —_ _94
— Z C—tN C (s+t 2])(]9 1) (p— 2™ (s+t—27)
j=max{0,s+t—N} N
and
Ew(X +Y) +t p_st Dw(X +Y)
p—1N’

st 4 (N—=s)(N—-t) p-—2 p—2\>st—sN —tN+N
N(p—l NN-1)  p-1 (p—l) N(N —-1) )
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For any X1,..., X, GFi)V and any s € {0,1,..., N} assume

V(XL X)) = Z, I{w (Z; anj> — s}.

If vectors X1, ..., X, € F)f are linearly independent, then the set {v}(X1,..., X))},
is the weight spectrum of the linear subspace which has Xy, ..., X, for its basis.

Theorem 4. If {X;,...,X,} are independent random vectors in Fi)v and X has
equiprobable distribution on the set of vectors with weight w(Xy) = sg, k = 1,...,n,
then for vector-column

V, € (Eor(Xy, ., X)) Boi(Xe, ., X)L Boi (X, X)T

we have
V,=2"(P)" (P, )" ... (P)" (1,0,...,0)T,
where Py = ||$p" (s,4,7) + 3 (5”va

=g and 0i; — Kroneker delta.
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