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Abstract. This paper presents an approach of a part-of-speech (POS) tagging based on subtraction 
of regular languages [2]. The basic idea is to implement a POS tagging by subtracting regular 
languages. The minuend is a language of finite state automaton representing an input sentence with 
assigned tags from a lexicon. The subtrahend is a language of a set of constraint rules written in 
word-based regular expression notation [1]. 

Description 

Many statistical taggers tend to assign a single tag to each word from the sentence, that is, tagging may 

be defined as T:S→ST, where S=(w1,w2,…,wN) , ST=((w1,t1),(w2,t2),¼,(wN,tN)) , wi is a word, ti is a 

POS tag. A serious disadvantage of this approach is that often it is not possible to assign a single tag to an ambi-
guous word because the sentence itself is ambiguous, that is, the sentence has a number of correct tagging va-
riants. Consider the sentence “Flying planes may be dangerous” as an example. It can be tagged in two ways. The 
word “flying” can be tagged either a gerund or an adjective. The simplest way to solve this problem is to keep 
one or several words from the sentence ambiguous, leaving final disambiguation for subsequent modules such as 
a parser. Many rule-based taggers work this way. But this approach is neither exempt of disadvantages. At worst, 
many words (potentially all) can be ambiguous, thus slowing down the parser. Another disadvantage is a signifi-
cant complexity of creating a robust set of rules being created either manually or automatically. 

Assuming that Σ is a POS tagset, the sentence ),= Νω,ј,( 21 wwS  where a set of tags 

ti∈2Σ(1≤i≤N)  (obtained from a lexicon or an unknown word guessing module) is assigned to each word, 

can be viewed as FSA FS=<Q,Σ,q,f,R>, where Q={0,1,…,N}, initial state q=0, final state f=N and a set of rules 
R={{s-1}×{ks}→{s}:1≤s≤N,ks∈ts}.   

  

Figure 1: Automaton FS for the sentence “Does this program still work?”. 

See Figure 1 for example. A language of this automaton L(FS)  is a set of all possible tagging variants of the 
given sentence , the number of which (actually the number of paths from initial state to the finite one in the auto-

maton) is equal to ∏
i=1

N
 |ti|, most of which are syntactically or semantically incorrect. To specify such incorrectly 

tagged variants a set of regular expressions R=(R1,R2,…,RM)  is created based on WRE [1] notation. Each rule 

matches the tagged sentences that contain incorrectness(es) of a certain type. Below are examples of such rules 
using LOB [9] POS tagset.  
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  # this rule matches the tagged sentences 
  # beginning with words ``do'', ``does'' or 
  # ``did'' and having no verb in its 
  # infinitive form 
  ^ DO|DOZ|DOD !HV!VB!BE + $ 
 
  # the following matches tagged sentences containing 
  # quantifier followed by the verb, 
  # m_any_verb_form is a macro expanding to BE|HV|VB|VBZ etc. 
  QL m_any_verb_form 
 
  # the following rule matches tagged sentences containing 
  # verb excluding link verb followed by adjective which in turn 
is 
  # followed by the verb. 
  m_any_verb_form/!@link_verb JJ m_any_verb_form 
 
  # the following rule matches sentences containing two successive 
verbs 
  # on condition that the first one is not ``help'' and 
  # that there is only one noun phrase which stands before them. 
  # m_noun_phrase is a macro expanding to noun phrase, 
  # pn_nn_adj is the macro expanding to any agent pronoun, 
  # noun or adjective. 
  ^ (. - m_pn_nn_adj) * m_noun_phrase (. - m_pn_nn_adj) * 
VB/!"help" RB ? VB 
 
  # 
  QL NN * !JJ 

Figure 2: WRE-based constraint rules 

So that, the tagging is now T:S→ST, where ST=L(FS)-∪
M
i=1L(Ri) . This approach is obviously more flexible 

than conventional approaches because it allows to remove from the language L(FS)  any particular tagging va-
riant. As shown in [7], WRE grammar can be converted to an equivalent finite state automaton, therefore the sub-
traction of regular languages can be done by “subtracting” corresponding finite state automata. In view of the fact 

that the minuend FS is acyclic and deterministic, an easy subtraction algorithm can be built. As a result of this 

subtraction an acyclic automaton FT specifying all correct (matched by none of the constraint rules from R) tag-
ging variants, is obtained. See Figure 3 for example. 
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Figure 3: Automaton having L(FS)-∪
M
i=1L(Ri) language for the sentence “Does this program still work?” 

If a rule set R is complete enough and analyzed sentence is unambiguous, only one path from the initial state to 
the finite one exists. However, potentially several paths are possible. In this case the resulting automaton can be 
analyzed later on, for example, by a statistical tagger or by a parser able to process automaton, for instance, finite 

state transducer based parser as described in [8]. At worst, the complexity of this algorithm is O(|Σ|N) , but in 
practice it is fast enough for use in productional systems aimed at processing huge amounts of texts. Another ad-
vantage of this approach is that manual creation of constraint rules is significantly easier (at least, for fixed word 
order languages) than using techniques used in several other systems such as [3, 4, 5, 6], because powerful and 
compact WRE notation allows to create less categorical and therefore less error-prone rules. 
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