
PROCESSOR SHARING SYSTEMSWITH RANDOM CAPACITYDEMANDSO. TikhonenkoCzesto
howa University of Te
hnology, Institute of Mathemati
sCzesto
howa, Polandoleg.tikhonenko�im.p
z.plWe dis
uss pro
essor sharing queueing systems with non-homogeneous demands.This non-homogenity means that ea
h demand (independently of others) has somerandom 
apa
ity and its length (or amount of work for its servi
e) generally dependson the 
apa
ity. In real systems, a total sum of 
apa
ities of demands presenting in thesystem is limited by some 
onstant value (memory volume) V > 0. But we estimate loss
hara
terist
s for su
h system using queueing models with unlimited memory volume.Keywords: random 
apa
ity demand, total demands 
apa
ity, memory volume.1. INTRODUCTIONEgalitarian pro
essor sharing (EPS) systems are used for modeling of 
omputerand 
ommuni
ating networks [1℄. Presently, they are appli
able to situations where a
ommon resour
e is shared by a varying number of 
on
urrent users [2℄ (for example,to WEB-servers modeling [3℄).We introdu
e the following additional assumption for the 
lassi
al M=G=1� EPSsystem. Assume that ea
h demand is 
hara
terized by some non-negative random 
a-pa
ity. This random variable 
an be interpreted as a part of system's memory spa
eused by the demand during its presen
e in the system. A total sum of demands 
a-pa
ities �(t) in the system at arbitrary time instant t is referred as the total demands
apa
ity. The random value �(t) 
an be limited by some 
onstant value V (0 < V <1),whi
h is 
alled the memory volume of the system. In this 
ase we have a non-
lassi
alpro
essor sharing system that will be notated by M=G=1(V )�EPS. Later on, we shall
all demand length the amount of work ne
essary for demand's servi
e, i.e. the servi
etime under 
ondition that there are no other demands in the system during its presen
ein it. Analogously, we shall 
all residual length of the demand its residual servi
e timeafter some time instant under the same 
ondition (see [2℄).The purpose of the paper is 1) to obtain the non-stationary and stationary distri-bution of total demands 
apa
ity in the system M=G=1� EPS; 2) to determine someestimations of loss 
hara
teristi
s for systems M=G=1(V )�EPS with limited memoryvolume (V <1) based on the model with unlimited one; 3) to 
ompare pro
essor shar-ing systems M=G=1(V )�EPS andM=G=1�EPS from the point of view of estimationof loss 
hara
teristi
s. 241



2. CLASSICAL PROCESSOR SHARING SYSTEMDenote by �(t) the number of demands present in the system at the time in-stant t and ��i (t) be the residual length of ith demand at this instant, i = 1; �(t).Let F (x; t) = Pf� < x; � < tg be the joint distribution fun
tion of the demand
apa
ity � and its length � (we assume that the demand 
apa
ity and its lengthdoesn't depend on his arrival time and on 
hara
teristi
s of other demands). ThenL(x) = F (x;1) and B(t) = F (1; t) be the distribution fun
tions of the randomvariables � and � 
onsequently. Let a be an arrival rate of entran
e �ow of demands,�(s; q) = R10 R10 e�sx�qtdF (x; t) be the double Lapla
e-Stieltjes transform (with respe
tto x and t) of the distribution fun
tion F (x; t), '(s) = �(s; 0) and �(q) = �(0; q) be theLapla
e-Stieltjes transform (LST) of the distribution fun
tions L(x) and B(t) 
onse-quently, D(x; t) = Pf�(t) < xg be the distribution fun
tion of total demands 
apa
ityat the time instant t, Æ(s; t) = R10 e�sxdxD(x; t) be the LST of the fun
tion D(x; t) withrespe
t to x, Æ(s; q) = R10 e�qtÆ(s; t)dt be the Lapla
e transform of the fun
tion Æ(s; t)with respe
t to t. The mixed (i + j)th moments of the random variables � and � (ifthey exist) take the form: �i j = (�1)i+j �i+j�si�qj�(s; q)���s=0;q=0:Assume that demands in the 
onsidered system at an arbitrary time t are numeratedas random; i.e. if the number of demands is k, then there are k! ways to enumeratethem, and ea
h enumeration 
an be 
hosen with the same probability 1=k!.One 
an easily show that the system under 
onsideration is des
ribed by the Markovpro
ess (�(t); ��i (t); i = 1; �(t)); (1)where 
omponents ��i (t) are absent if �(t) = 0. In this 
ase we also have �(t) = 0.In what follows, to simplify the notation, we denote Yk = (y1; : : : ; yk). We 
hara
-terize the pro
ess (1) by fun
tions with the following probabilisti
 sense:P0(t) = Pf�(t) = 0g; (2)�k(Yk; t) = Pf�(t) = k; ��j (t) < yj; j = 1; kg; k = 1; 2; : : : ; (3)Pk(t) = Pf�(t) = kg = �k(1k; t); k = 1; 2; : : : ; (4)where 1k = (1; : : : ;1) is a k-
omponent ve
tor.Note that the fun
tions �k(Yk; t) are symmetri
 with respe
t to permutations of
omponents of the ve
tor Yk due to our random enumeration of 
ustomers in the system.Let us determine the fun
tion Æ(s; q) under zero initial 
ondition �(0) = �(0) = 0.Denote by p0(q) = R10 e�qtP0(t)dt and �k(Yk; q) = R10 e�qt�k(Yk; t)dt the Lapla
etransforms with respe
t to t of the fun
tions P0(t) and �k(Yk; t) 
onsequently. It'sknown (see [2℄) that p0(q) = [q + a� a�(q)℄�1 (5)under zero initial 
ondition, where �(q) is the LST of the busy period distributionfun
tion for the system under 
onsideration. Note [2℄ that �(q) is a unique solution ofthe fun
tional equation �(q) = �(q + a� a�(q)) su
h that j�(q)j � 1.242



Lemma. Under zero initial 
ondition, the fun
tions �k(Yk; q), k = 1; 2; : : : , havethe form �k(Yk; q) = p0(q)Qki=1 R yi0 [q + a� aB(u)℄du:Let �i = E�i = (�1)i�(i)(0) be the ith moment of 
ustomer length, i = 1; 2; : : : .Corollary 1. If � = a�1 < 1, limits �k(Yk) = limt!1�k(Yk; t), k = 1; 2; : : : , existbeing independent of initial 
ondition and have the form �k(Yk) = (1��)akQki=1 R yi0 [1��B(u)℄du:Corollary 2. Let pk(q) be the Lapla
e transform of the fun
tion Pk(t), k = 0; 1; : : : ,under zero initial 
ondition. Then we have pk(q) = ak(1��(q))k(q+a�a�(q))k+1 :From the 
orollary 1 we 
an obtain the known relation for the stationary distributionfpkg of the number of demands in the system (� = a�1 < 1)[2℄: pk = �k(1k) == (1� �)�k; k = 0; 1; : : : :Let �(t) be the 
apa
ity of a demand being on servi
e at the time t and ��(t) bethe residual length of this demand at the time t. We shall use the notation Ey(x) == Pf�(t) < xj ��(t) = yg. It is known [4℄ that the LST of the 
onditional distributionfun
tion Ey(x) has the form:ey(s) = [1�B(y)℄�1 Z 1x=0 e�sx Z 1u=y dF (x; u): (6)Theorem 1. For zero initial 
ondition the fun
tion Æ(s; q) is determined by therelation Æ(s; q) = f[q+a�a�(q)℄[1�I(s; q)℄g�1; where I(s; q) = R10 (q+a�aB(y))ey(s)dyand ey(s) is determined by the relation (6).Corollary 3. If the random variables � and � are independent, we have:Æ(s; q) = [q + a(1� �(q))(1� '(s))℄�1: (7)Corollary 4. Under zero initial 
ondition, the Lapla
e transform g(s; q) with respe
tto t of generation fun
tion P (z; t) =P1k=0 Pk(t)zk, jzj � 1, of the demands number inthe system at time instant t have the following form:g(z; q) = Z 10 e�qtP (z; t)dt = [q + a(1� z)(1� �(q))℄�1: (8)Corollary 5. Let � = a�1 < 1. Then stationary mode exists. The LST Æ(s) of thestationary distribution fun
tion D(x) = limt!1D(x; t) of demands total 
apa
ity hasthe form: Æ(s) = 1� �1 + a�0q(s; q)jq=0 : (9)Note that the relation (9) was �rst obtained by B. Sengupta [5℄.Corollary 6. Let Æ1(t) be the �rst moment of the total demands 
apa
ity �(t)under zero initial 
ondition, Æ1(q) be the Lapla
e transform of the fun
tion Æ1(t). Thenwe have: Æ1(q) = a�11 + q R10 R10 xS(t)dF (x; t)[q + a� a�(q)℄ �1� �� q R10 S(t)dB(t)�2 ;243



where S(t) = R t0 [1� B(y)℄�1dy.Let � be a stationary total demands 
apa
ity (�(t) ) � in the sense of a weak
onvergen
e). From the relation (9) the following known formulas [5℄ 
an be obtained:Æ1 = E� = �Æ0(0) = a�111� �; Æ2 = E�2 = Æ00(0) = a�211� � + 2Æ21: (10)For some spe
ial 
ases we 
an obtain the view of the distribution fun
tion D(x) fromthe formula (9). For example, 
onsider the 
ase when the demand 
apa
ity � and itslength � are 
onne
ted by the relation � = 
� + �1, 
 > 0, where the random variables� and �1 are independent (su
h dependen
e for demand 
apa
ity and its length is truefor many real information systems).Denote by �1 = E�1 the �rst moment of the random variable �1. In this 
ase we have�(s; q) = '(s+
q)�(s), where �(s) is the Lapla
e�Stieltjes transform of the distributionfun
tion of the random variable �1. The the relation (9) takes the following form:Æ(s) = 1� �1 + a[
'0(s)� �1'(s)℄ : (11)Assume that 
ustomer 
apa
ity � has an exponential distribution with the parameterf > 0. Then from the formula (11) we obtain: Æ(s) = (1��)(s+f)2(s+f)2��1f2��2f(s+f) ; where�1 = a
=f , �2 = a�1, so that � = a�1 = �1 + �2.Now we 
an determine the original of Lapla
e transform Æ(s)=s, where Æ(s) is de�nedby formula (11), and obtain the view of the stationary distribution fun
tion D(x):D(x) = 1� (1� �)e�fx2b �(�2 + b)2e(�2+b)fx=22� �2 � b � (�2 � b)2e(�2�b)fx=22� �2 + b � ; (12)where b =p�22 + 4�1.3. ESTIMATION OF LOSS CHARACTERISTICSThe M=G=1 � EPS is a system without losing of 
ustomers (V = 1). But withthe help of this model we 
an estimate the memory 
apa
ity V in order to guaranteeinex
eeding of given loss probability.Assume that we have a stationary queueing system Q1 with Poisson entran
e �owwithout losses of demands. Let QV be a stationary system that di�ers from Q1 onlywith the fa
t that its total 
apa
ity is limited by the 
onstant value V . We denote byD(x) the distribution fun
tion of total demands 
apa
ity for the system Q1 and byDV (x) the distribution fun
tion of this random value for the system QV .Theorem 2. The inequality D(x) � DV (x) takes pla
e for all x > 0.Proof of the theorem see in [4℄.It follows from theorem 2 that the loss probability P for the system QV satis�es thefollowing inequality [4℄:P = 1� Z V0 DV (V � x)dL(x) � 1� Z V0 D(V � x)dL(x) = P �: (13)244



Thus, the value P � is an upper estimation of loss probability for the system QV . Ifwe 
hoose V under 
ondition that P � is given so that the equality R V0 D(V �x)dL(x) == 1 � P � is satis�ed, then the real loss probability P doesn't ex
eed P �. If only veryrare losses are permitted in the system under 
onsideration, the di�eren
e between thevalues P and P � is inessential.Note that the loss probability is not exhaustive 
hara
teristi
 of losses, be
auseits value shows a part of losing demands, not a part of losing 
apa
ity or, in otherwords, information being lost. Really, it is obvious that demands having large 
apa
itywill be lost more often. Therefore, more obje
tive losses estimation is the value Q == 1� 1'1 R V0 xDV (V � x)dL(x):The value Q is the probability of losing of a unit of demand 
apa
ity. The nextinequality follows from theorem 2:Q = 1� 1'1 Z V0 xDV (V � x)dL(x) � 1� 1'1 Z V0 xD(V � x)dL(x) = Q�:If only very rare losses are permitted in the system under 
onsideration, the di�er-en
e between the values Q and Q� is inessential.For example, in the 
ase of the distribution fun
tion (12) we obtain:P � = �1� 1� �b �a11� e�(1�b1)fVb+ �2 + a2 1� e�(1�b2)fVb� �2 �� e�fV ;where a1 = (�2+b)22��2�b , a2 = (�2�b)22��2+b , b1 = �1 + �2+b2 , b2 = �1 + �2�b2 ;Q� = (1 + fV � 2(1� �)b "(a1 + a2)fV8�1 + a1 1� e�(1�b1)fV(b+ �2)2 � a2 1� e�(1�b2)fV(b� �2)2 #)e�fV :Note that in most 
ases the 
al
ulation and estimation of the probability Q is very
ompli
ated. Therefore, we often must restri
t ourselve to the 
al
ulation and estima-tionof the loss probability P .If it is impossible to determine the view of the distribution fun
tion D(x), we 
anestimate the value P � by approximation of the fun
tion �(x) = R x0 D(x � u)dL(u),being the distribution fun
tion of the sum of independent random variables � and �,with the distribution fun
tion of gamma distribution ��(x) = 
(h; rx)=�(h), where
(h; rx) = R rx0 th�1e�tdt is the in
omplete gamma fun
tion, �(h) = 
(h;1) is thegamma fun
tion. The parameters h and r of the approximate distribution should be
hosen so that its �rst and se
ond moments f �1 = h=r and f �2 = h(h + 1)=r2 be equalto the �rst and se
ond moments of the distribution fun
tion �(x) respe
tively. It isobvious that these moments have the formf1 = Æ1 + '1; f2 = Æ2 + '2 + 2Æ1'1: (14)Thus, the parameters of the distribution fun
tion ��(x) should be 
hosen as follows:h = f21f2�f21 ; r = f1f2�f21 ; where f1 and f2 
an be 
al
ulated from relations (10), (14).Hen
e, we have the approximate formula P � �= 1� ��(V ):245



Note that in the 
ase of not very small permissible loss probabilities, using theestimation P � instead of P leads to unjusti�ably surplus 
hoi
e of the 
apa
ity volumeV . Therefore, the dire
t analysis of pro
essor sharing systems with limited memoryspa
e is very important.4. THE CASE OF LIMITED TOTAL CAPACITYThe system M=G=1(V ) � EPS with demands of di�erent types was analyzed indetail in [6℄. We shall 
on
ider a spe
ial 
ase of demands of the same type. Then, forstationary probabilities of number of demands present in the system we have:p0 =  1Xk=0 akA(k)� (V )!�1 ; pk = p0akA(k)� (V ); k = 1; 2; : : : ;where A(k)� (x) is a kth order Stieltjes 
onvolution of the fun
tion A(x) == R xu=0 R1t=0 udF (u; t). The loss probability has the formP = 1� p0 "L(V )� 1Xk=1 akA(k)� (V )# :Assume additionally that demand 
apa
ity has an exponential distribution withparameter f , and let the demand length be proportional to its 
apa
ity (� = 
�, 
 > 0).Then, we obtain after some 
al
ulation:p0 = 8>>>><>>>>: 1� �1�p�e�fV �sinh(p�fV ) +p� 
osh(p�fV )� ; if � 6= 1;1 + e�2fV1 + fV ; if � = 1;pk = p0�k "1� e�fV 2k�1Xi=0 (fV )ii! # ; k = 1; 2; : : : ; P = p0e�fV 
osh(p�fV );where � = a
=f .Now we 
an 
ompare values P � and P or Q� and Q using analyti
al results orsimulation. Table 1 presents the dependen
e of loss 
hara
teristi
s upon the memory
apa
ity V . We assume here that � = 0:6, the demand length is proportional to its
apa
ity (� = 
�), where 
 = 1, and 
apa
ity � has an exponential distribution withparameter f = 1.Values P �, Q�, P were obtained by 
al
ulation from above relations, and the valueQ was estimated by simulation. The table shows that estimators P �, Q� are not verypre
ise and we 
an use them for the 
ase when the proper loss 
hara
teristi
s are nearzero. 246



Table 1: Probabilities P and Q for � = 0:6V P � Q� P Q0.0 1.00000 1.00000 1.00000 1.000000.2 0.92721 0.99569 0.81994 0.982690.4 0.86622 0.98366 0.67754 0.940340.6 0.81392 0.96529 0.56700 0.884820.8 0.76815 0.94194 0.48156 0.824091.0 0.72735 0.91487 0.41516 0.763112.0 0.56855 0.75562 0.23586 0.512903.0 0.45178 0.60242 0.15775 0.355964.0 0.35651 0.47628 0.11281 0.256405.0 0.28750 0.37679 0.08340 0.189936.0 0.22947 0.29888 0.06291 0.143307.0 0.18316 0.23763 0.04811 0.109638.0 0.14620 0.18925 0.03716 0.0846410.0 0.09314 0.12034 0.02263 0.0516515.0 0.03018 0.03896 0.00697 0.0158920.0 0.00978 0.01262 0.00222 0.0051230.0 0.00103 0.00133 0.00023 0.0005440.0 0.00011 0.00014 0.00002 0.0158950.0 0.00001 0.00002 0.00000 0.00001REFERENCES1. Litjens R., Van der Berg H., Bou
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