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B naHHO¥ cTaThe npeacTaBiIeH MOAYJIbHBIN IPOrpaMMHbBINA KOMILIEKC, pa3pa00oTaHHBIN
B ROS 2, nans1 BeIcOKO AeTanbHOM pekoHCTpyKuuu 3D-cieH. ['uOpuaHbiil MOIX0a coueTaeT B
cebe obnaka Toyek u3 HeiiponHo# cetn VGGT (momyuennsie n3 2D-u3o00pakeHuii) u anma-
paTHBIN JaTYHMK MITYOUHBI 1T 00SCIICYCHUST METPHYECKOM TouHOCTH. CHUCTeMa, COCTOSIIAs 13
Tpex He3aBUCUMBIX y3110B ROS 2, ynpaBisieMbIx 4epe3 cepBUCHI, oOecriednBaeT THOKuii coop
JTaHHBIX ¥ 3((EKTUBHOE UCTIONBb30BaHue pecypcoB. Anroputm Iterative Closest Point (ICP)
BBIPAaBHUBAET 00JIaka TOYEK. DTOT KOHBEHEp MO3BOJISET CO31aBaTh MOJIHbBIE TEKCTYpHUPOBaH-
Heie 3D-Mmoenu, 00beAnHss AeTalli HEUPOHHOW CETH C TOUHOCTBIO alapaTHBIX JaTYUKOB.

Kntroueswie cnosa: 3D-pexonctpykuus; VGGT; ROS 2; o6nako Todek; ClIUsIHUE JTaH-
HbIX; ICP; KOMIIbIOTEPHOE 3pEHHUE.

A HYBRID METHOD FOR 3D SCENE RECONSTRUCTION USING
THE VGGT TRANSFORMER MODEL AND DEPTH SENSOR DATA
IN THE ROS 2 ENVIRONMENT
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This paper introduces a modular software suite, developed in ROS 2, for high-detail
3D scene reconstruction. The hybrid approach combines point clouds from the VGGT neural
network (derived from 2D images) and a hardware depth sensor for metric accuracy. The
system, comprising three independent ROS 2 nodes controlled via services, offers flexible
data acquisition and efficient resource utilization. The Iterative Closest Point (ICP) algorithm
aligns the point clouds. This pipeline enables complete, textured 3D models, merging neural
network detail with hardware sensor accuracy.

Keywords: 3D reconstruction, VGGT; ROS 2; point cloud; data fusion; ICP;
computer vision.
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1. BBenenue

3amaya TPEXMEPHOU PEKOHCTPYKLUMHU OKPYKAIOIIEr0 MPOCTPAHCTBA SBJIS-
€Tcs OJHOM M3 KJIFOYEBBIX B 00JIACTSIX POOOTOTEXHUKH, OECTIMIOTHOIO TPaHC-
MOpTa U JONOJHEHHOW peaabHOCTU. TPaIUIMOHHO IS €€ PEIICHUs UCTOJb3Y-
IOTCSI JiBA OCHOBHBIX ITOJIXOZa: aKTUBHBIE CEHCOPBI (JIMJIapbl, CTPYKTYPHPOBAH-
HBIN TozicBeT, ToF-kamepsl) U maccuBHBIE METOBI (POTOrpaMMETpUH. AKTHB-
HbIE CEHCOPBI 00ECIIEUNBAIOT BHICOKYIO METPUUYECKYIO TOYHOCTh, HO MOTYT CTpa-
JaTh OT HU3KOM IUIOTHOCTHU JIAHHBIX, apTe()aKTOB HA OTPAXKAIOIIUX MOBEPXHO-
CTSIX M HECTIOCOOHOCTH PEKOHCTPYUPOBATh TEKCTYpYy. Kiaccuueckas ¢pororpam-
metpust (SfM, MVS) nozBosser noiy4ars IUIOTHBIE TEKCTYpUPOBAaHHBIE MO-
JIeJI, HO TpeOOoBaTeNIbHA K YCIOBUSAM ChbEMKH M BBIYMCIUTENBHO CIIOXKHO.

B nociietHue roibl akTUBHO Pa3BUBAKOTCS METOIBI 3D -pEKOHCTPYKIIMM Ha
ocHOBe TiryOokoro oOydenus, Takue kak Neural Radiance Fields (NeRF) u
TpanchopmepHbie Mosienu Multi-View Stereo (MVS). Mogens VGGT (Vision
Geometry-Grounded Transformer) siBnsieTcss OAHUM U3 NEPENOBBIX PEIICHUN B
3TON 00JaCTH, CHOCOOHBIM BOCCTaHABIMBaTh 3D-reoMeTpuio U mo3bl KaMep U3
HEYIOPSI0YEHHOT0 Habopa n3o0paxkenuil. OqHaKo Takue MOJENIU 4acTo pado-
Tal0T B COOCTBEHHOM, HEOIPEAECICHHOM MAacCIITa0e U TPEOYIOT BhIpABHUBAHUS
C pEAJIbHBIMU METPUYECKUMU JAHHBIMH JUISl IPAKTUYECKOTO IPUMEHEHHUS.

[enbro qanHOM pabOTHI SABISIETCS pa3pabOTKa U anpodaIus ruOKoro mpo-
IrPaMMHOTO KOMIUJIEKCA B CTaHAApTHOM it podoTtoTexHuku cpeae ROS 2, ko-
TOPBIN peaiu3yeT ruOpHUAHBIN MOAX0A K 3D-peKOHCTPYKIMH, O0bEAUHSIS TIpe-
MUMYILIECTBA HEUPOCETEBBIX METOAOB (BBICOKAs JETANM3aLMs) U aKTUBHBIX CEH-
COpOB (METpHUYECKast TOYHOCTB ).

2. ApXUTEKTYpPa U MeTOAbI

Pa3paboTaHHbIif MpOrpaMMHBII KOMILIEKC MOCTPOEH Ha MUKPOCEPBUCHOM
apXUTEKTYpE C Hcmoab30BanneM ¢peiimBopka ROS 2 Humble. Taitmmaiin pas-
JIeJIeH Ha TPU HE3aBUCHMBIX Y3J1a, B3aUMOJIEUCTBHE MEXIY KOTOPBIMH OCY-
IIECTBJISIETCS IO TPEOOBAHUIO Yepe3 BHI30BBI CEPBUCOB (pucC. 1).

e VY3ei 3axBara u3oopaxkenuit (snapshot node). OTBeuaer 3a cOop u op-
TraHU3all0 HCXOOHBIX JaHHbIX. [IpW TepBOM BBI30BE CepBHCA
/capture_snapshot oH co3aeT yHUKaJIbHYIO JTUPEKTOPUIO CECCUU C Bpe-
MEHHOU METKOM M MyOJUKYEeT MyTh K HEH B CleLUaIbHBIA TONMUK IS
Opyrux y3noB. [Ipy KaXioM MOCIENyIOIEM BBI30BE OH COXPAHSET B
3Ty JUPEKTOPUIO CUHXPOHU3UPOBAHHBIM HA0Op U3 TpeX KaapoB (CTe-
peomapa ¢ nHGpaKpPaCHBIX CEHCOPOB U IIBETHOE N300paKeHNe).
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Puc. 1. ApxutekTypHas cxema naiaiiaa 3D-pekoHCTpyKInun

® V3ei HelipoceTeBOl peKOHCTpYKIMHU (vggt node). SABnsercs BHIYUCIN-
TeJIbHBIM sApoM cucTeMbl. [1o BBI30BY cepBuca /reconstruct vggt oH
3arpyxkaet moaenb VGGT B mamars GPU, oOpabaTeiBaeT Bce coxpa-
HEHHBIC B CECCUU U300paKEHUS, TCHEPUPYET 00JIaKO TOUYEK U TI03BI Ka-
Mep, TOCJIE YETO BBITPYKAET MOJIeTTb, OCBOOOXK1ast pECypCHI.

e V3en copmenienus (aligner node). OTBevaeT 3a puHATBLHOE CIUSHUE
nanubiX. [1o BeI30BY cepBuca /align and merge o moiydaeT mocien-
Hee 00J1aK0 TOUEK OT anmapaTHOro CEHCOpa, 3arpyskaeT 00J1ako, CreHe-
pupoBaHHOe vggt node, 1 BBIMOIHIET KX COBMELICHUE.
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3. MeToabl 4 AJITOPUTMBI

Cunxponuzanus 1 cOop JaHHBIX. JIJI1 OTHOBPEMEHHOTO 3axBaTa KaJpoB C
HK-cencopoB (/camera/infral/image rect raw, /camera/infra2/image rect raw) u
IIBETHOW KaMmephl (/camera/color/image raw), KOTOpbIE MOTYT UMETh HEHUje-
aJIbHO COBIMA/IAIONINE BpPEMEHHBIE METKH, UCIIOJIb3YETCS
message_filters. ApproximateTimeSynchronizer. [Ipoduns QoS s moxamuc-
yukoB HacTpauBaercss Ha BEST EFFORT nns uzo6paxenuid u RELIABLE
Ul 00JIaka TOYEK, YTO COOTBETCTBYET CTaHIAPTHBHIM HACTPOWKaM IpaiiBepa
Intel RealSense B ROS 2.

HeiipocereBass pexonctpykuus (VGGT). HWcnomp3yercs Mojeib
VGGT-1B c 1 muumapaom napameTpoB. [ ynpaBieHus: BRICOKUMHU TpeOo-
BaHusMu K Bujeonamsatd (> 10 I'b VRAM) peanuszoBan MexaHu3M 3a-
IPY3KHU/BBITPY3KH MOJIEIIU 110 TpeOOBaHMIO. BXoaHbIE H300pakeH s TPOXOAT
npenoopadoTKy: pa3pelieHne YMEHbBIIIAETCS BABOE JIsl 9KOHOMUU MTaMATH, TI0-
CJIe 4eTO pa3Mep MPUBOIUTCS K 3HAYCHHIM, KPATHBIM pa3Mepy IaTda MOACIH
(14 nmukceneit), yToOb N30ekaTh OMMOOK. ITocae peKOHCTPYKIIMU U3 MOJETU
U3BJICKAIOTCS O3Bl KaMep (MaTpuilbl 3x4), KOTOpble TPAHCIUPYIOTCS B BHUJC
TF-¢dpeitMoB U COXpaHsIOTCA B (aili.

I'eomeTpuueckoe BeipaBHuBanue (ICP). [l coBmenieHus o0aka TOYEK
ot VGGT (source) u obnaka ot RealSense (target) mpumensieTcs: anroputm
[terative Closest Point (ICP), peanuzoBannbiii B Oubmuorexke Open3D
(puc. 2, 3). Ilepen 3amyckom ICP o06a oGnaka mpoxonsT uepe3 MNpoueaypy
Voxel Downsampling 1151 yMeHBIIIEHUS TNIOTHOCTH, YTO MOBBIIIAET CKOPOCTh
U pobacTHOCTh anroputma. ICP uTepatuBHO HaXOIUT MaTpHILy TpaHCchoOpma-
MM, MUHUMH3UPYIOIIYIO PACCTOSTHUE MEXKIY COOTBETCTBYIOIIMMH TOYKAMHU
nByXx o0iakoB. Haiinennas tpancdopmaliusi mpuMeHsIeTCsl K UCXOHOMY, TOJI-
Hopa3zmepHoMy obnaky VGGT.

4. JKCIIepUMEHTAJbHBIN Pa00Ynil PoLecC U pe3yJIbTaThl

Pabounii mporiecc MOJHOCTRIO YIPABISETCS U3 KOMaHIHOM CTPOKH, YTO
MI03BOJISIET THOKO KOHTPOJIMPOBATH KaXK Iblid Tam. [Toce 3amycka cucTeMbl KO-
Mmanaoi ros2 launch vggt ros node pipeline.launch.py onepatop BbImoOSHSET
TIOCTIEI0BATEIHHOCTH BI30BOB CEPBHUCOB:

1) ros2 service call /capture snapshot std_srvs/srv/Trigger (MOXeT BBI3bI-

BaThCSl MHOT'OKPATHO);
2) ros2 service call /reconstruct vggt std srvs/srv/Trigger;
3) ros2 service call /align_and merge std_srvs/srv/Trigger.
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Puc. 2. CpaBaenue ob6nakoB Touyek: RealSens

Puc. 3. CpaBaenue obnakoB Touek: VGGT

TecTupoBanue NpOM3BOAUTEILHOCTH MAKTIIATHA TPOBOINUIIOCH HA HA0Ope
13 4 IIBETHBIX U300pakeHui, cHATHIX kamepol Intel RealSense D415. U3mepe-
Hust ipoBoariich Ha cucteMe ¢ GPU Nvidia RTX 3080 (12 I'b). B ta6a. 1-2
MpeICTaBIICHbl JaHHbIe 0 TOTpebsennu BuaeonamsTH (VRAM) Ha srtamne pa-
00ThI y31ma vggt node U JeTaNbHBIA XPOHOMETPAK BCEX ATANOB BBHITIOJHEHUS
[anmnianHa.
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Tabauya 1
IMoTpebeHne BuieonaMATH Ha 3Tane pekoHcTpykuun VGGT

MeTtpuka 3nauenue, Mb
3arpyXKeHHasi MOJIC]Ib 4798,53
Mogeinb + nannblie (4 U300pakeHus1) 4808,62
[TukoBoe moTpedieHne mpu uHpepeHce 8397,60

Ipumeuanue. Ilorpebienue BuneonamsaTH Ha 3tane pekoncTpykiun VGGT

Tabauya 2
XpoHOMeTpaK BbINOJHEHUS NaIiaiina (4 u300paxeHusn)
Oran Bpewms, ¢ Hois, %

1.1 3arpy3ka Mojenu 12,35 64,1
1.2 3arpy3ka JaHHBIX 0,06 0,3
1.3 IIpemoOpaboTKa n300paXKeHHI 0,01 0

1.4 adepenc 1,29 6,7
1.5 ITocToOpaboOTKa M COXpaHEHHE 2,12 11

2.1 3arpy3ka JaHHBIX JiJisl BBIpABHUBAHUS 0,31 1,6
2.2 I'enepanus 00J1aka U3 KapThl TITyOHHBI 1,02 53
2.3 BoeipaBuuBanue (PnP) 0,14 0,7
2.4 Cousaue 00J1IaKOB U COXPAHEHUE 1,67 8,7
NTOI'O 19,26 100

Ipumeuanue. XpoHOMETPaXX BBITIOJIHCHHS MaiTuIaiiHa (4 1300paXKeHUs )

JlanHble moATBEpkAat0T, uTo cama mojaenb VGGT-1B sBisieTcss OCHOBHBIM
notpedurenem pecypcos (~4,8 I'b). BaxxHo oTMETUTb, UTO TUKOBOE MOTpeOIIE-
HUE MaMATH BO BpeMs IIPsIMOTro NpoxoAa (MHpepeHca) MoUYTH BABOE BbIIIE, YTO
JieNlaeT HEeBO3MOXKHBIM HcTosib3oBaHue Mojaenu Ha GPU ¢ o0bemMoM nmaMsaTu me-
Hee 10-12 I'b npu padoTe ¢ n300paxeHUsIMU BICOKOTO pa3pelIeHHMs.

AHanu3 XpOHOMETpa)ka IMOKa3bIBA€T, YTO 3arpy3ka MOJEIN B MaMSTh
(12,35 ¢) aBnsgercss JOMUHUpPYIOIIEH omnepaiuen, 3anumas 64,1% ot oObiero
BpeMeHu BbinofiHeHusi. Camu Boruncienus (nHdepenc 1,29 ¢, BeipaBHUBaHUE
0,14 c) nporcxoaaT 3HaYUTENBHO ObICTpEE. DTOT Pe3yJIbTaT MOTHOCTHIO ONPAB-
JBIBACT BBIOPAHHYIO apXUTEKTYpYy C JUHAMUYECKOMN 3arpy3Koi M BBITPY3KOU
MOJIETIH, TaK KakK MO3BOJISIET BBICBOOOXKIATh 3HauuTelIbHbIE pecypchl GPU B
IIPOMEKYTKAX MEXKAY ONEPALMSIMU PEKOHCTPYKLIUH.
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