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B crarbe paccMaTpuBaeT CErMEHTAIMU TOJIOBBI YEJIOBEKA HA N300PAKEHHAX C IIETIBIO
nocJeayoIero nocrpoenus 3D-monenu s GuoMeTpruuecKoil HACHTU(PUKALIMY U CpaBHE-
HUS C JaHHBIMU U3 BHUJeoHaOmoneHus. [IpeacraBieHbl 1 NpOTECTUPOBAHBI COBPEMEHHbBIE
apxuTeKTypsl HelipoHHBIX ceteil: U-Net, PortraitNet, Segmenter u Segment Anything Model
(SAM). DkcrniepuMeHThl MPOBEACHB Ha HAaOOpe JaHHBIX U3 Map «U300pakeHHe—Macka» ¢
Pa3IUYHBIMHU paKypCaMH.

Knroueewie cnoea: cermentanusi n300paxXeHuit; ynaneHne (oHa; HEHPOHHBIE CETH;
U-Net; Segmenter; mpeno6paboTka BUACOTAHHBIX; AJITOPUTMbI KOMITBIOTEPHOTO 3PEHUSI.
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NETWORKS
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The article addresses human head segmentation in images for subsequent 3D model
reconstruction, aimed at biometric identification and comparison with surveillance data.
Modern neural network architectures (U-Net, PortraitNet, Segmenter, and Segment
Anything Model (SAM)) are presented and tested. Experiments are conducted on a dataset
of image-mask pairs with various viewing angles.

Keywords: image segmentation; background removal; neural networks; U-Net;
Segmenter; video data preprocessing; computer vision algorithms.

1. BBeaenue

CpaBnenue ortorpaduii yenoBeka, HOJTYUYECHHBIX B PA3TUYHBIX YCIOBUSX,
C CYIIECTBYIOIUMHU (PoTorpadusaMu, XpaHIIIUMHUCS B 0a3aX JaHHBIX, SBIISICTCS
pPacCIpOCTPAHEHHOW TMPAKTUKOM JUIA TIPUHATHSA peleHud. Takue BUIbI
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CpPaBHEHUSI UCIOJB3YIOTCS B OCHOBHOM JIJISl MICHTU(PUKAIIUN JIMYHOCTEH Tpe-
CTYIHUKOB, MOJI03PEBAEMBIX, )KEPTB U HEOMO3HAHHBIX JIUI], & TAKXKE B JPYTUX
aHAJIOTMYHBIX 00NacTsAX. B xo/e Takux cpaBHEHUI UCIOJIB3YIOTCS MU300pake-
HUS YEJIOBEKa B PEajbHOM CIIEHE U M300paKeHUs, C/IeJIaHHbIe B KOHTPOJIHUpYe-
Mol cpene. OaHako yriibl 0030pa 0ObekTa HHTEpeca (YeloBeKa) B MOJIABIIsIO-
meM OOJIBIITUHCTBE CITyYaeB HE COBMAIAIOT, T.K. H300paKeHUS pealbHBIX CIICH
PETUCTPUPYIOTCA CITyYailHBIM 00pa3oM, a M300paKeHUs YeJI0BEKa B KOHTPOJIH-
pyeMoi cpeze JenaroTcs Mo NpsMbIM yriioM. O4YeBHJIHO, YTO MPOU3BECTHU
UICHTU(DUKAINIO JTHIHOCTH JOCTATOYHO CIIOKHO. B srtom ciiydae TpeOyercs
JPYTOH paKypc aHam3a N300paKEeHUH, a OH MOXET OBITh TocTyrneH. OqHuM u3
BO3MOXHBIX PEUICHUI SIBJISIETCS TEXHOJOTHS moiydeHus: 3D moaeneid ronoBbl
yesoBeka. Ha ee ocHOBe BO3MOXKHO MOJTyUYeHUE U300paKEHUSI C 3a/IaHHBIM yT-
JIOM TTIOBOPOTA roJIoBsI [ 1].

B oOmenpunsaToil MeTogo0sioruu nocrpoeHus 3D Mojenu rojioBbl Yeso-
BEKa YCJIOBHO BBIICIIAIOT HECKOJIBKO 3TAIOB:

1) ycraHoBka nmapaMeTpoB MOJIOKEHUS U TIOBOPOTA YCTPOICTBA BBOJIA (Ka-
MeEpHbI) SBJISAETCS TPUBUATILHOM 3a7auyeid 1 MOXKET ObITh ONTUMHU3UPOBaHA C MO-
MOIIBI0 OOBIYHBIX MHKEHEPHBIX METOJIOB;

2) mosydeHue M300paKeHUW M3 BHUJIEO U BBIIECIEHUE CHITydTa YelIOBEeKa
(ynanenue ¢oHa) HA ITUX U300PAKECHUSIX;

3) cermMeHTalMsl U300paKEHUSI TOJOBBI YEOBEKA Ha M300pakKeHUU ISt
Jy4IIero BEIpAaBHUBAHUS U U3MEPEHUS;

4) ynanenue HeMH(OPMATUBHBIX apTe(PaKTOB U ONPEACICHUEM OYEPTAHHIMI
0OBCKTOB;

5) mocTpoeHue TPEXMEPHON CETKHM M BIHCHIBAHUE B HEE TOJYYEHHBIX
U300paKEHU;

6) TEKCTypUpOBaHUE.

Kak ykazano, TeXHOJIOTMS reHepalyi KOMITbIOTEPHOM 3D MOAenu rojJoBbl
YeJIoBeKa IS CPAaBHEHUS ¢ M300paKEHUSIMU, TTOYYEHHBIMUA C KaMEphl, BKITIO-
YaeT ATal CerMEHTAIlMU TOJIOBBI YEJIOBEKa, OT/IeNIeHue ee OT (poHa. YkazaHHas
3a/1a4ya ¥ SIBJISIETCSI 11eJIbI0 TaHHOM paboThl, a €€ pe3yIbTaThl CTAHYT JIEMEHTOM
pa3zpabarbiBaeMOii TEXHOJIOTHHU TTOCcTpoeHust 3D Mo/ieu TOJIOBHI.

2. Anrroputmbl yiajeHusi (pOHA HA N300pasKeHHUAX roJIOBbI YeJI10BeKa

VYnanenue ¢poHa Ha M300paKEHHUSX TOJOBBI YEJIOBEKA MIPEICTaBISET COOOM
BaXHOE HAMpaBJIeHWE B 00JIACTH KOMIIBIOTEPHOTO 3peHHs U UG POBON 00pa-
00TKH M300pakeHU. JTa 3a7a4a HAXOAUT MIPUMEHEHNE B TEJIEMEIUITUHE, CU-
CTeMax JIOMOJIHEHHON pealbHOCTH, BHIACOKOH(PEPECHIICBA3H, OMOMETPUICCKOM
UACHTHU(UKAIINH, & TAK)KE B MHCTPYMEHTAX ITU(POBOTO PEIAKTUPOBAHHUS.

HaunlGonee 3ameTHBIC ycTIeXu B JaHHOUM OOJIaCTH CBSI3aHBI C UCIIOJIH30BA-
HUEM TIIyOOKWX CBEPTOYHBIX HEUPOHHBIX CETeH. APXUTEKTYphI, TaKHE Kak
U-Net, DeepLabV3+ u Mask R-CNN, moka3pIBatOT BBICOKOE Kau€CTBO
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CerMeHTaIuu Onarogapsi CBoei CrnocoOOHOCTH MOJIETTUPOBATH CIIOKHBIE 3aBUCH-
MOCTH MEX/1y MUKCETSIMU. DT MOJIETTH 00€CTIeUNBAIOT AETATM3UPOBAHHOE BbI-
JieJIeHne KOHTYPOB JIMIa M XOPOIIO CIIPABISAIOTCS ¢ pa3HooOpazreM (POHOB U
ycioBuid ocBelnienus. HemocratkoM siBisieTcst HEOOXOAMMOCTh MCIIOJIb30BaHUS
3HAYUTEBHBIX BBIUMCIUTEIBHBIX MOIIHOCTEH M Halnyue OONbIIOro oObEma
pPa3MEUYEHHBIX JAHHBIX JJI1 OOy4YEHHS.

J1st pa®oThI HAa MOOMJIBHBIX YCTPOMCTBAX U B PEAIBHOM BPEMEHH MTPEIIO-
KEHBl ONTUMH3UPOBAHHBIC ApXUTEKTyphl, Takue kak LiteUNet, MODNet u
PortraitNet. Onm codyeTaroT B cebe mpreMIIeMOe KaueCTBO CETMEHTAIIUN U BbI-
COKYIO CKOPOCTh 00pa0OTKH, UTO JIeJaeT UX MOAXOMAUIMMHU TSI BHEAPEHUS B
NOTPEOUTENBCKUE YCTPOICTBA M 00IaYHbIE CEPBUCHI C OTPAHUUYEHUSIMU T10 IIPO-
U3BOAUTEIIBHOCTH.

Opnum u3 HanbOoJee MepCIeKTUBHBIX HANPABICHUN SIBJIAETCS UCIIONb30-
Banue Transformer-apxutexkTyp, Takux kak Segmenter, TransUNet u Swin-
Unet, kotopbie criocoOHbI 3¢ (HEKTUBHO 3aXBaThbIBaTh KOHTEKCT U MPOCTpPaH-
CTBEHHBIE 3aBHCHUMOCTH, OCOOCHHO B CIIOXHBIX clieHapusx. Takke HaOupaer
nonynsipHocTh komOuHaiuss CNN u Transformer a1 co3ganus ruOpuIHBIX MO-
JIeJIel, COUETaIoMMX TPEUMYILECTBA 00OUX OIXO/IOB.

B ycnoBusix HemocTaTtka pa3MEUEeHHBIX JAHHBIX BCE OoJblliee 3HAYCHHE
npruoOpeTaroT MeToabl camooOyuenus u few-shot learning. Monenu, Takue kak
DINO, MAE u Segment Anything Model (SAM), OTKpbIBatOT HOBBIE BO3MOX-
HOCTH JUIsl IPUMEHEHMSI TAKMX HEHPOHHBIX ceTeil 0e3 HeoOXOMMOCTH MOIHOM
AHHOTAllUU JTAHHBIX.

Hcxonst u3 pe3yabTaToB aHAJIM3a OMPEEIICHbI CAEAYIOIINE MepCIeKTUB-
HbIE apXUTEKTYpPhI JUIsl CETMEHTALMU U yajieHus GoHa Ha N300paKEHUIX T0-
noBbl yenoBeka: U-Net, PortraitNet, Segmenter u SAM [2-7].

3. DKcnepuMeHTAJNbHbIE UCCJIeI0BAHUSA

BrinonHeHo mpoToTunupoBaHue oOy4YeHHsI U TECTUPOBAHUSI HEWPOHHBIX
ceTel Ha OCHOBE sA3bIKa mporpamMmmupoBanus Python, Bepcust 3.12.11 ¢ ucnosnb-
3oBanueM GPU T4. Ucnonb3oBaHHBIE IPU HAMCAHUU KOJA KITFOUEBbIE OMOINO-
TEKH, a TAK)KE X Ha3HAUYCHHE MPUBEACHBI B Ta0M. 1.

Tabnuya 1
KuroueBbie 0M01MO0TEKH /151 NPOTOTHIIHPOBAHNUS AJITOPUTMOB yaaj1eHHs (oHA
HA OCHOBE HEHPOHHBIX ceTeil

bubnnoreka Hasnauenue
torch Co3nanue apXuTeKTypbl HeWpOHHOH ceTu, pabota ¢ GPU, pabora ¢
TEH30paMH, peaT3alyisl alropuTMa 0OyUEeHHS], 8 IMEHHO BBIUHCIICHHE
(GYHKIMY [TOTEPh U ONTHMHU3ALINS BECOB HEMPOHHOW CETH; 3arpy3Ka
Habopa IaHHBIX, OaT4el, UTepary Mo 00YYarOIM U TECTOBBIM
nmanHbIM. 3arpy3ka MobileNetV?2 kak backbone myist apxutekTyphI
PortraitNet, ncrosnb3oBaHue npeo0yIeHHBIX BECOB
(IMAGENETIK V1) nist neperoca o0y4deHusl.
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Oxonuanue maon. 1

bubnnoreka Hasznauenue

torchvision N3menenune pazmepa n300pakeHusi, KOHBEPTAIKS B TEH30D,
HOpManu3aus n3oopaxenus. Hopmanuzanus mo ImageNet-
CTaTHCTHUKaM.

Pillow Pabota ¢ nzo0paxenusmu B Python, 3arpy3ka nzo0paxeHui,
nepeBo1 n3o0paxenuit u3 RGB B monyToH.

scikit-learn Paz0uenue Ha 00ydJaroIIyI0 U TECTOBYIO BRIOOPKH Habopa
1300paKeHH, BEIYHUCIICHHE METPUK KayecTBa.

transformers 3arpy3ka MoJelNu, 3arpy3Ka rnpemnporeccopa, 1000y4eHrne Moaean
SegFormer B0 Ha nosib30BaTe/IbCKUX JIAHHBIX.

segment-anything | 3arpyska apxutektypsl SAM, co3aHue npeauKTopa,
CETMEHTAITUs 110 TOYKaM

cv2 3arpy3ka u 00pab0oTKa H300paKeHHUI

OcHOBOI 151 cO3aHUsl MOJIEel HEMPOHHBIX CETEHl ABIISIOTCS HAOOPBI
naHHbIX. {151 00yueHus v TECTUPOBAHMS MOJIETIEN MCIIOJIb30BaJICS HAOOp AaH-
HBIX, COIEPKAIINN 300paKeHUI U MACKU CerMeHTaluu B ¢opMare .png pas-
mMepoM 512x512 nukceneit. [Ipumep n300paskeHUs U COOTBETCTBYIOIIEH eMy
MacKu IIPUBEIEHBI Ha pucC. 1.

Bcero nabop manubix copepxut 730 n300paxkeHUd 1 COOTBETCTBYIOLIUX
uM Macok. M3 Hux 307 u3o0paxeHuil TOIOBBI CO CIUHBI, 428 N300paKeHUN —
BUJI CIIEpEU TOJIOBHI YeJIoBeKa, a Takxke 211 n3obOpakeHuit — BU COOKy. 584
M300paKeHUs UCIOIb30BAIUCH JJIs O0OyUeHUs] HEUPOHHBIX ceTel, a 146 u300-
paXEHUI — ISl TECTUPOBAHUS.

Puc. 1. I/I306pa)KeHI/IC T'OJIOBBI YCJIOBCKA U COOTBCTCTBYHOIIAA €EMY MAaCKa

CerMmeHTalys rojioBbl 4ejoBeka (PaKTUUECKU CBOJUTCS K 3ajaue OuHap-
HOM CerMeHTaluu, TAe MPUCYTCTBYeT (OH M OAMH Kiacc. B sTom ciyuae
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HEO0OXO/IMMO HCIIONb30BaTh CIENYIONIME METPUKH JUIsl OIICHKH KauyecTBa Cer-
MeHTanuu [8—10].

loU (Intersection over Union) unu Jaccard Index — oTHo1ieHue nepeceye-
Hus (TIpecKa3aHHOM U UCTUHHOM MAacOK) K UX 0ObEIUHEHUIO:

JoU = ——— (1)

TP+FP+FN’

riae TP (True Positive) — mukcenu, MpaBuiIbHO MIpeAcKa3aHHble Kak 00bekT; FP
(False Positive) — nukceny, ommO0YHO MpeicKa3aHHbIe KaK OOBEKT (JI0)KHBIC
cpabareiBanus); FN (False Negative) — nukcesnu, ommO0YHO MpecKa3aHHbIe
KaK (oH (IIPOIyIEHHBIE OOBEKTHI).

Dice koadduimenr:

: 2:TP
Dice = ———, (2)
2 TP+FP+FN

rae TN (True Negative) — nmukcemnu, MpaBUILHO Npe/ICKa3aHHbIe KaK (OH.

Accuracy (TOYHOCTb) — JIOJISI TPABUIIHHO KIIACCU(DUITMPOBAHHBIX TTUKCEIICH:

TP+TN
TP4+TN+FP+FN’ (3)

Accuracy =

Kaxnas w3z Tpéx apxurektyp HeuponHbix ceted (U-net, PortraitNet,
Segmenter) Obuta 00y4yeHa Ha oOyuaroieM Habope JaHHBIX U MPOTECTHPOBAHA
Ha TeCTOBOM Habope nmaHHbIX. Momenbs SAM (sam_vit b 0lec64.pth) He mo-
oOyuanack, a TECTUPOBAJIACh HA TEX K€ TECTOBBIX JIaHHBIX. BBUTN ompeeneHb
KOOPAUHATHI pe(PepeHCHBIX TOUEK JIJIsi CerMeHTaIuu. B Tabmn. 2 mpuBenaeHsl pe-
3yJbTaThl TECTUPOBAaHUS 00yUYEeHHBIX Mozieniel u Mmoenu SAM. Pesynbrarsl mo-
Ka3bIBAIOT, YTO MaKCUMAaJbHbIC 3HAYCHUs] TPEX METPHUK JIJISl OIICHKW KadecTBa
CEerMEeHTAIlMU TTOKa3bIBAaeT MOJIeIbh Segmenter.

Tabnuya 2
Pe3ynbrarhl TECTUPOBAHUS MOJAE/ICH
Apxurtektypa IoU Dice Accuracy
U-net 0,9307 0,9641 0,9927
PortraitNet 0,9159 0,9560 0,9914
Segmenter 0,9739 0,9867 0,9973
SAM 0,6634 0,7931 0,9597

Ha puc. 2—4 npeacrasnensl rpadpuku 00ydeHus (M3MeHeHUe PyHKIMH TTO0-
TEPb) U TECTUPOBAHHE MOJIEIEN HAa TECTOBBIX JaHHbIX.
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Puc. 4. T'pabuku oOyuenus (u3sMeHeHne QyHKITUH TOTEPH)
U TECTUPOBAHUS MOZENTU Segmenter
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[IpoBenenHoe B paboTe HCCIeOBAHKE BBHITIOJTHEHO B pAMKaX COBMECTHOTO
6enopyccko-typenkoro npoekra No ®25TYPT-001.

4. 3akjoueHue

Jiist penienust 3a1a4u ynajieHus poHa Ha U300pakeHHIX TOJIOBbI YeJIOBEeKa
ObLTM BBIOpaHBl U TMPOTECTUPOBAHBI YETHIPE COBPEMEHHBIE APXUTEKTYPbI
Heriponnbix ceteit: U-Net, PortraitNet, Segmenter u SAM. Moaenu U-Net,
PortraitNet u Segmenter 66111 00yueHBI Ha HAOOPE JAHHBIX, MTPEICTABICHHBIX
UCXOJTHBIMU M300paK€HUsI TOJIOBBI YENIOBEKa B Pa3HbIX paKypcax M ATaJOH-
HBIMHM Mackamu cerMeHTanuu. Mojenb SAM ucnosnbs3oBanack 6e3 1000yueHus
C IIpEeABAPUTEIHLHO PACCTAHOBKON OMOPHBIX TOYEK JIJIsi CETMEHTAIIUH.

Pe3ynbraThl TECTUPOBAHUS MTOKA3aJIU, YTO HAWIYYIIYI0 TOYHOCTh JIEMOH-
ctpupyer wmozenb Segmenter (IoU =0,9739, Dice =0,9867, Accuracy =
=0,9973), uaro nenaet e€ HanboIee MOAXOMSIICH JIJIs 3814l CETMEHTAINHU TO-
noBel. Mogenu U-Net u PortraitNet Takyke mokazain BBICOKUE PE3YIbTaThl, TO-
raa kak SAM, HecMOTpsi Ha THOKOCTh, TTOKa3ajl 3HAYUTEIBHO 00jiee HU3KOE Ka-
yecTBO (IoU = 0,6634) u3-3a CIIOXKHOCTH aBTOMaTHYECKOTO OIPEIEIICHUS OTIOP-
HBIX Touek. [lomydeHHbIE pe3ylnbTaThl CTaHYT AJIEMEHTOM pa3padaThiBacMOU
TEXHOJIOTMU NocTpoeHus 3D Moaenu ronoBsl YEI0BEKA.
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