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ON STATISTICAL ESTIMATION OF MULTIVARIATE ENTROPY

U. Yu. Palukha1, Yu. S. Kharin2

The problem of statistical estimation of Shannon entropy for n-words of random sequences is typical in cryptology,
genetics and other applications [1, 2].

We have the sequence x1, . . . , xT ∈ V = {0, 1}, which is a stationary random sequence on the probability space
(Ω, F, P ). Let’s consider the circular sequence of length T + n − 1 : xT+1 = x1, . . . , xT+n−1 = xn−1. We construct
frequency estimator of pJ(n) = P{Xn

1 = Jn1 }, where Jn1 = (j1, . . . , jn) ∈ Vn is multiindex, and then build the entropy
estimator by “plug-in“ principle:

ĥ(n) = −
∑
J∈Vn

p̂J(n) ln p̂J(n).

Denote hypothesis H0 = {{xt} is "true random"} = {pJn1 = 2−n, Jn1 ∈ Vn}.
Theorem 1. If {xt} satisfies hypothesis H0, then

EH0{ĥ(n)} = h0(T, n) =

n∑
m=1

e−
T

2m

∞∑
k=1

T k ln(k + 1)

2mkk!
(e−

T
2m 2k − 1).

Theorem 1 is useful for construction of statistical tests to evaluate performance of the random number generators’
quality.
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CLASSICAL AND MODERN CRYPTOGRAPHY

M. N. Savchuk

An overview of classical and modern methods of cryptography is presented. The following topics are discussed.
Basic concepts of cryptographic methods of information security. The general scheme of secret communication in
symmetric cryptography. Classical cryptography: permutation ciphers, substitution ciphers, Vernam cipher (one-time
pad). The idea of cryptanalysis of classical ciphers. Mechanical and electromechanical ciphering machines. Beginning
of modern cryptography. Types of cryptanalytic attacks. Theoretical and practical security. Basic concepts and
statements Shannon’s theory of secrecy communication systems. Classification of modern cryptosystems. Modern
symmetric cryptography. Block ciphers, stream ciphers. Asymmetric cryptography. One-way functions. One-way
functions with a trapdoor. Public-key cryptosystem. Asymmetric encryption scheme. Cryptosystem RSA. RSA
digital signature. Cryptographic hash function. Cryptographic protocols. Quantum cryptography. The quantum
computer. About security of asymmetric cryptography algorithms and protocols.

National Technical University of Ukraine “Kyiv Polytechnic Institute“, Peremohy Ave. 37, Kyiv 03056, Ukraine
E-mail address: mikhail.savchuk@gmail.com

29


