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INTRODUCTION 

It is worth starting with the definition of the concept of artificial intelli-

gence (hereinafter – AI). AI is a program, an algorithm that performs tasks re-

lated to intelligent activity. Now AI is already being introduced into our lives. 

Along with this introduction, the question of whether a person can create a 

conscious program is becoming increasingly popular. 

This question became especially relevant this summer, after the scandalous 

dismissal of a Google engineer who claimed that the LaMDA AI chatbot was 

conscious. The programmer even began to look for a lawyer for this AI. 

In this regard, another question arises: how can a program be tested for 

the presence of consciousness? After all, as J. Locke [1, p. 122] and L. 

Wittgenstein [2, p. 141] believed, we cannot even understand what other people 

feel, respectively, how can we know if the program feels anything? 

RESEARCH MATERIAL AND METHODS 

To answer this question properly, we analyzed philosophical scientific 

research exploring the concept of consciousness. The English mathematician 

A. Turing tried to answer the question whether or not a computer is capable of 

thinking like a human being by proposing his own test [3, p. 433–460]. The 

idea of his test is that if a person cannot understand whether he is talking to a 

machine or not, then the machine is conscious. 

However, the LaMDA example showed that this approach might not 

work in practice. 

A group of scientists, long before the advent of LaMDA, in the form of a 

thought experiment called the Chinese Room, criticized A. Turing's experiment 

[4, p. 417–424]. 
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The idea of the experiment is that a person who does not know Chinese at 

all is sitting in the room. However, this person has precise instructions which 

characters he should respond to with which characters. Character cards arrive 

in this room, and as instructed, this person responds with other cards in Chi-

nese. For example, he may be asked: ‘What is your favorite color?’ and he can 

answer with a card with the hieroglyph ‘blue’, but will it be a conscious an-

swer? Of course not, because this person does not understand a single hiero-

glyph. 

In this analogy with the Chinese room, a person acts as AI, and an in-

struction as an AI program with clear algorithms. 

The man in the Chinese room does not understand what he is doing, but 

only blindly follows the instructions. 

Then you need to find out what distinguishes a being that has conscious-

ness from the one that does not. The ability to answer questions and even for-

mulate them, as we have seen, is not a criterion. Moreover, we do not impose 

such requirements even on all people. 

In modern philosophy of consciousness, two directions can be roughly 

distinguished: 

1) Physicalism. Consciousness is a collection of physical processes in our 

brain. 

2) The theory of ‘Qualia’. Consciousness exists independently of the 

brain. 

From the point of view of both approaches, consciousness can be inher-

ent in AI; in the first case, it is possible, since the brain and the neural network 

are two complex information systems, so there is no significant difference be-

tween them [5, p. 591]. 

From the point of view of qualia, any information system, even a thermo-

stat, is in some sense conscious. 

Supporters of the second approach propose to divide the question of con-

sciousness into two parts: easy problems of consciousness and difficult ones. 

Easy problems are those that in the study of consciousness are solved by 

standard scientific methods, with the help of reduction physicalism. These 

methods make it possible to explain to a third person what consciousness does, 

how it changes over time, and what its structure is. A difficult problem arises 

when asking the question ‘Why does consciousness exist?’ [5, p. 3]. The an-

swer to this question requires going beyond the application of scientific meth-

ods. 

One of the main theorists of this approach, Frank Jackson, proposes 

a thought experiment called ‘Mary's room’ [5, p. 266] to show that phenome-

nal experience for a conscious being is not just the ability to collect and even 
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analyze information. The phenomenal, subjective experience proper is infor-

mation. 

The meaning of the experiment with Mary's room is that there is a certain 

black and white room in which Mary lives. Mary has never seen any flowers. 

However, sitting in her room, she studied everything about color, from the 

physical properties of light and matter to how the brain processes the infor-

mation it receives through the eyes. However, when she left the room one day, 

she learned new information about color – the subjective experience of ‘feel-

ing’ color. 

Here we are not trying to prove the rather controversial concept of ‘qua-

lia’, here we are asking the question whether it is possible for AI to experience 

phenomenal experience, as we do. That is, we can say that, unlike a computer, 

we can be subjects of experience. 

 
RESULTS AND DISCUSSION 

Based on this, we offer our own test for the presence of consciousness in 

the program (see Drawing Testing AI for the Presence of Consciousness). 

First, we need to teach the program something, for example, to give full 

information about what red is. Then, with the help of devices, let the program 

‘see’ the red color, and then ask it if it learned anything new. If so, it needs to 

be asked again to make sure that it is not lying about ‘what new things it 

learnt’. If the answer is ‘experience’ or ‘phenomenal experience’, then the 

program is most likely conscious. 
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CONCLUSION 

However, this approach may be fundamentally wrong, as there are critics 

of Mary's experiment, who claim that she will not learn anything new when 

she leaves the room, because if she knows EVERYTHING about color, then 

she must also know how people experience color.  

Testing artificial intelligence in the way described above is fraught with 

technical difficulties; it requires an artificial intelligence that claims to possess 

consciousness. In addition, ‘the ability to have subjective experience’ is far 

from the only definition of ‘consciousness’. However, this test overcomes the 

problem described by the Chinese room experiment. 
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