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Abstract— In order to strengthen the role of the regulatory 

documents repository in the form of diagram workflow models 

(DWFM) of specialists’ activities which contains the relation of 

the events order for the corresponding workflows execution, 

authors have proposed and investigated a new method to 

recovery a temporal event DWFM (TEWF) according to the 

original DWFM. The method is supposed to replace manual 

labor of specialists in the verification of design, technological 

and operational errors associated with violations of the events 

execution order the in the DWFM relevant works with an 

automated one. The results of TEWF obtaining based on the 

original DWFM showed a 65% complexity reduction of the 

original one, depending on the words-concepts glossary. 
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I. INTRODUCTION 

DWFM obtaining based on design and industrial 
enterprises specialists’ activity ‘traces’ (designers, 
technologists and operators) has a wide application in practice 
of hardware and software CAD activity. These models are 
viewed as descriptions of the activities process in the form of 
behavioral models for simulation modeling, increasing 
information about vulnerabilities to eliminate them [1].  

Workflow theory development in CAD and CAM, it 
solves the inverse problem [2] of DWFM automated design 
[3–6] based on the fixed design procedures, operations in the 
form of (history) ‘traces’ of the designer on completed design 
tasks events e.g., design protocols, journals, registries, CAD 
logs. 

As a rule, DWFMs are based on visual languages such as 
UML AD, BPMN, eEPC, IDEF, etc. DWFM of the design, 
technological and operational process is evaluated during 
design process analysis by specialists including data mining 
expert, which consists in process characteristics conditions 
changing in order to achieve the optimal solution. Partial or 
full design, technological and operational process 
interpretation is presented with the DWFM graphic languages 
(notations). Such models are reusable typical structural units 
as patterns. 

It is worth pointing out that there are plenty of application 
areas of the project management and workflows theory 
including human-computer interaction e.g., design production 
preparation in industry. Modern project process management 
systems, such as SAP, PeopleSoft, Oracle, CRM software, 
LOODSMAN: PLM apply the project process management in 
the form of software technologies, modules. Design process 
interpretation in such systems is far from a trivial task and 
requires an understanding of the design process description 
language (for example, BPMN) and a detailed discussion of 
the problem with the designers involved in the development 
process. 

Workflow in CAD is useful when analyzing a new system 
being developed in terms of understanding how the end user 
(consumer) works with it, herewith the project effects from the 
workflow in project process management are as follows: time 
and analysis costs reduction, since most information systems 
have log modules available; objective information about any 
accounting, since the DWFM journals are an impartial 
reflection of the work performed; formal verification of the 
DWFM properties by interpreting the process before it is put 
into operation; multiple views support of the same design 
process using model acquisition and transformation 
algorithms; involuntary exit from DWFM cycles with the 
usage of a special acyclic workflow, when necessary, e.g., in 
case of early cycle break during workflow tracing; multiple 
changes of DWFM characteristics on check points of a 
running workflow instance. 

In current work, the «time» is well-established concept to 
state when an event is occurred related to others. In Section 2 
there are topic-related works review. In Section 3 the method 
is described, including RVTI-grammar and a path length 
calculation procedure to the target vertex 𝐺𝑜𝑎𝑙𝑉 . An 
experiment in Section 4 is based on a software implementation 
of the method developed. 

In this work, to evaluate the DWFM in a graph form, we 
will calculate its complexity index with the following formula 
[7, p. 38]:  

𝜌1(𝐺) = |𝐸(𝐺)| − |𝑉(𝐺)| + 𝜌0(𝐺),   (1) 

where 𝜌1(𝐺)  is cyclomatic graph number, 𝜌0(𝐺)  is graph 
components count; it is also known as «The "zero-th" Betti 
number of a 𝐺» [7, p. 33], «If 𝐺 is not empty, then, according 
to theorem 1.18, 𝜌0(𝐺) > 0. If 𝜌0(𝐺) = 1, then 𝐺 is coherent 
graph; else if 𝜌0(𝐺) > 1, then 𝐺 is incoherent graph» (7, p. 
33). In current work, 𝜌0(𝐺) = 1 , |𝐸(𝐺)|  is edges count, 
|𝑉(𝐺)| is vertices count. 

II. RELATED WORKS 

Process Mining, also known as process discovery or 
workflow analysis [8], is the discipline of discovering 
processes from event logs, checking that real processes 
correspond to idealized ones, and, ultimately, finding ways to 
improve these processes, including data preprocessing. For 
the first time such analysis was applied to business processes 
more than 30 years ago. 

Nowadays, there are new algorithms for DWFM obtaining 
[9]. [10, 11] compare the performance of different algorithms. 
According to [9], the event log is a main data source in process 
analysis methods, so log data has a direct impact on the 
process models quality. Consequently, a low-quality event log 
e.g., having erroneous, duplicate, missing, or noisy data 
values, results in a complex, unstructured (spaghetti-like) and 
process model, which is difficult to be interpreted, or 
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inadequate of the actual business process [9]. In the big data 
era, the process analysis is severely limited by the event data 
quality and analysis time. Emamjome et al. [12] present a data 
quality problem solution by removing the social, material and 
individual factors that lead to the poor event data quality 
because such data is not filtered by existing data “filtering” 
methods. Terekhina et al. [13] study simple Petri nets for 
workflows modeling, in which OR-split and OR-join 
transitions without imposed conditions work in the same way 
as AND-split and AND-join ones. The disadvantage is that the 
absence of restrictions on uniqueness leads to the construction 
of an incorrect model. Nestrugina et al. [14] present the 
workflow optimization of e-document management systems, 
the prospects for using intelligent tools, methods of data 
mining. Algorithms which are described in [15] look for 
anomalies in processes that are limited in structure. A directed 
graph and cases are considered, when constructing a process 
model, a trace contains a track of only one process and one 
trace contains tracks of many processes. Event logs-based 
processes model building complexity estimation are 
described. Process analysis extends the functionality of 
machine learning and data mining by representing data, 
events, and (manually created or automatically detected) 
process models in the Petri nets form, BPMN notations, and 
other models [16]. 

Well-known theory for assessing the quality of processes 
is Six Sigma, which contains a set of tools, techniques and 
methods for improving the process quality [17]. Six Sigma, 
originally developed by Motorola in the early 1980s and later 
expanded by many other companies, has an original goal to 
minimize defects. Van der Aalst [18] presents the Lean Plus 
Six Sigma project to improve the DWFM quality, which 
consists of five steps: problem definition and goal setting; key 
performance indicators measurement and data collection; data 
analysis to investigate and verify cause-and-effect 
relationships; analysis-based improvement of current 
processes; process control to minimize deviations from the 
target. In the field of process analysis, for education purposes, 
he also presented a training course [20]. Process detection 
methods were studied by Ribeiro [18]. He proposed an 
automated workflow detection service as a recommender 
system. The quality depends on the set of models and logs 
used as input. Klaas [19] focused on an overview of the ProM 
plugins. It should be noted that the labor costs of specialists 
for verifying descriptions of processes, including data 
preprocessing, are reduced, which is confirmed in [9, 20, 21], 
where data preprocessing solution reducing DWFM entropy 
is described, and, based on it, performance increasing is 
presented. 

Thus, in the above review, there are no automated methods 
for obtaining a temporal event workflow model from the 
initial DWFM in CAD, which is a scientific and technical task, 
the solution of which positively affects the time control of the 
design tasks execution for the hardware and software systems 
development. 

III. RVTI-GRAMMAR 

Mathematical support in TEWF synthesis is provided with 
formal temporal automaton RVTI grammar with internal 
memory of the language 𝐿 (𝐺)  which has the following 

description: 𝐺 = (𝑉, Σ, Σ̃, 𝐶, 𝐸, 𝑅, 𝜏, 𝑟0) , where 𝑉 = {𝜈𝑒, 𝑒 ∈
[1, 𝐿]} is auxiliary alphabet of operations on internal memory 
in form of stack 𝑆𝑇𝐴𝐶𝐾  or elastic tape, Σ =

{𝑎𝑛
[𝑡𝑙],   𝑛  ∈  [1, 𝑇]} is a graphic symbols alphabet, [𝑡𝑙] can 

be equal to Ø, Σ̃ = {𝑎𝑛
[𝑡𝑙]̃,  𝑛 ∈ [1, �̃�] }  is a quasi-terms 

alphabet extended with the graphic objects quasi-terms, 
graphic objects that are (not) sentential successors, quasi-
terms of links-labels with determined semantic differences 
both for checking graphic objects-continuers and completing 
verification. 

A sentential successor is an element of the quasi-terminal 
alphabet to neutralize an error in the diagrammatic 
specification of workflows, which helps to ensure the integrity 
of the diagrammatic specification of workflows by restoring 
lost structural links. 

𝐶 = {𝑐, 𝑐 = 𝑐 + 𝑡𝑙|∃𝑡0 = 0 → 𝑐 = 0}  is a counter, 𝜏 =
{𝑡𝑙 ∈ [0;+∞], 𝑙 ∈  [1, 𝐾]} is a time labels set, 𝑐 ∈ [𝑡𝑙; 𝑡𝑙+1]; 
𝐸 = {𝑐~𝑡𝑙}, where timer 𝑐 describes conditions of occurrence 
of the event 𝑡𝑙 with relation ~ ∈ {=,  ⟨,  ≤,  ⟩,  ≥});  

𝑅 = {𝑟𝑖 , 𝑖 ∈ [1, 𝐼]} is a grammar scheme, or productions 
set, where each complex 𝑟𝑖 consists of productions subset 𝑃𝑖𝑗 , 

𝑟𝑖 = {𝑃𝑖𝑗 , 𝑗 = 1. 𝐽̅̅ ̅̅ } ), 𝑟0 ∈ 𝑅  is RVTI-grammar axiom, or 

primary productions complex name, 𝑟𝑘 ∈ 𝑅  is a finite 
productions complex. Production 𝑃𝑖𝑗 ∈ 𝑟𝑖  has the following 

view: 

𝑎𝑙
[𝑡𝑙]̃

Ω𝜇{𝑊𝛾(𝜈1,  …,𝜈𝑛)/𝐸}
→              𝑟𝑚, 

where Ω𝜇 is a memory operation type modifier depending on 
𝜇 ∈  {0,1,2}; 𝑊𝛾(𝜈1,   … ,   𝜈𝑛) is 𝑛-ary relation determining 

operation type on internal memory depending on 𝛾 = {1,2,3} 
(1 is “write”, 2 is “read”, 3 is “compare”), 𝐸 = ∅ if с¬~𝑡𝑙; 

(𝑎𝑙
𝑡𝑙̃ ) are words in form of a couple of quasi-term 𝑎𝑛  and 

temporal label 𝑡𝑙; 𝑟𝑚 ∈ 𝑅 is succeeding production name. 

𝑃𝑖𝑗 ∈ 𝑟𝑖  has the following rules: 1. Error – ∄𝑃𝑙𝑚:

𝑎𝑙
[𝑡𝑙]̃

Ω𝜇{𝑊𝛾(𝜈1,…,𝜈𝑛)/𝐸}
→             𝑟𝑚 ; 2. Locking detection – 𝜎 =

{𝑎0
0̃} → {𝑎1

𝑡1̃ } → {𝑎2
𝑡2̃ } → ⋯ → {𝑎𝑘

𝑡�̃�} , where 𝑘 = 0 ; 3. 

Loop detection – 𝜎 = {𝑎0
0̃} → {𝑎0

𝑡0̃ }; 4. Repetition – 𝜎1 =

𝜎2 = {𝑎0
0̃} → {𝑎1

𝑡1̃ } → {𝑎2
𝑡2̃ } → {𝑎𝑘

𝑡�̃�} ; 5. Uncompleted 

solution and beginning of the new one – ∄𝑆𝑒𝑛𝑑 ∧ 𝑃1
𝑇𝐸𝑀𝑃 ≺

𝑃2
𝑇𝐸𝑀𝑃 ; 6. Solution robustness – ∄ lim

𝑘→∞
|{𝑎𝑘

𝑡�̃�}| → +∞ . 

Violations of these rules are semantic and syntactic errors. 

The grammar’s language contains words 𝑎𝑙
𝑡𝑙̃ , traces 𝜎 =

{𝑎0
0̃} → {𝑎1

𝑡1̃ } → {𝑎2
𝑡2̃ } → ⋯ → {𝑎𝑘

𝑡�̃�}  if 𝐸 ≠ ∅ , 𝜎 =
{𝑎0̃} → {𝑎1̃} → {𝑎2̃} → ⋯ → {𝑎�̃�} if 𝐸 = ∅.  

Internal memory can be organized as a stack or store when 
verifying graphic objects with more than one output to save 
label links. Elastic tape can be applied to save the number of 
returns to a graphic object with more than one input, read data 
from cells and work as a positive integer, or ℕ-based counter. 

It is evident that DWFM is input data for TEWF obtaining. 
It has the following view 𝐷𝑖𝑎𝑔𝑟𝑎𝑚 = (𝑉, 𝐸, 𝑇𝑉, 𝑇𝐸), where 
𝑉 = {𝑣𝑖 , 𝑖 ∈ ℕ}  is vertices set; 𝐸 = {𝑒𝑗, 𝑗 ∈ ℕ}  is edges set, 

𝐸 ⊂ (𝑉 × 𝑉); 𝑇𝑉 = {𝑡𝑣𝑛 , 𝑛 ∈ ℕ} is vertices types set; 𝑇𝐸 =
{𝑡𝑒𝑚, 𝑚 ∈ ℕ} is edges types set. 

𝐴(𝑅𝑉𝑇𝐼) is a finite 𝑅𝑉𝑇𝐼-based temporal state machine, 
which controls TEWF synthesis and determines verification 
rules: 𝐴(𝑅𝑉𝑇𝐼)  =  (𝑆, 𝑇, 𝑆0, 𝑃𝑖𝑗 , 𝑆𝑒𝑛𝑑 , 𝐹𝐴) , where 𝑆 =
{𝑠𝑖 , 𝑖 ∈ ℕ}  is states set, 𝑆0  is an initial state; 𝑇  is temporal 
input graphic words set (diagram terms); 𝑃𝑖𝑗 =
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{Ω𝜇{𝑊𝛾(𝜈1, … , 𝜈𝑛)/𝐸}}  is RVTI-based productions set; 

where Ω𝜇  is a modifier operator, changing in a certain way 

memory operation type, 𝜇 ∈  {0,1,2}; 𝑊𝛾(𝜈1, … , 𝜈𝑛) is 𝑛-ary 

relation determining operation type on internal memory 
depending on 𝛾 = {1,2,3}  (1 is “write”, 2 is “read”, 3 is 
“compare”); 𝐸 = {𝑐~𝑡𝑙} is a temporal relation, where timer 𝑐 
describes conditions of occurrence of the event 𝑡 with relation 
~ ∈ {=,  ⟨,  ≤,  ⟩,  ≥}), 𝐸 = ∅  if с¬~𝑡𝑙 ; 𝐹𝐴 = {𝐹𝑡𝑟𝑎𝑛𝑠: 𝑆 ×
𝑇 × 𝑃𝑖𝑗 →  𝑆} is transition functions set, 𝑆𝑒𝑛𝑑  is finish states 

set, 𝐹𝑠𝑡𝑎𝑟𝑡: 𝑉 → {0; 1} is an initial vertex search function. 

IV. TEWF OBTAINING METHOD 

The method to obtain TEWF based on the DWFM 
contains design procedures shown as functional schemes on 
Fig. 1 and 2. It reveals sematic patterns (verbs concepts) of 
DWFM design and technological procedures, presents them 
on the scale of event-time precedence in the form of TEWF 
[22, 23]. 

The method has 4 design procedures described below. 

Begin

Get VOCABULAR

Get unanalyzed vi

  vi?No

Yes

vi[j] ϵ 
VOCABULAR?

Yes

No

Get unanalyzed ei   ei?

No

Delete all ej

Delete vj

End Yes Get va of ei

Get unanalyzed ej   ej?

No

Delete ej

Yes

Insert en between 
va and vb

Get min[s(P)] for 
each vk ϵ G

(vi, lvi)   vi time

G:V(G) {vd},  vd   ed ei, d i, d,i ϵ   

Get vb of ej

 

Fig. 1. TEWF obtaining  

Procedure 1. Delete vertices 𝑣𝑑 without external links 
𝑒𝑑𝑖: 

∄𝑣𝑑 ⊆ 𝑒𝑑 × 𝑒𝑖 , 𝑑 ≠ 𝑖 ⇒ 𝐺: 𝑉(𝐺)\{𝑣𝑑} , where 𝐺  is 
DWFM, 𝑑, 𝑖 ∈ ℕ 

Procedure 2. Hide vertices 𝑣𝑖  without verbs-concepts 
in both project data and title from verbs dictionary 
𝑉𝑂𝐶𝐴𝐵𝑈𝐿𝐴𝑅 (see Fig. 1). 

Begin

Initial vertices: {START_V}, Lvi=0, min     

Goal_V

{START_V}   STACK,T ϵ STACK

A[RVTI(Diagram)]=(S,T,S0,Pij,Send,FA),PTEMP

A(RVTI):T

Select Pij

ⱻ Pij?

No

S=Send?

Yes

Lvi=min

End

No
No Send

Yes

S=Next_S,
Lvi=Lvi+1,

S=Goal_V

Yes

min>Lvi Yes

min=Lvi

Push unanalyzed T into STACK: T STACK

S=Send?
Yes

No

Next {T}

No

No

 

Fig. 2. Counting length of the path to 𝐺𝑜𝑎𝑙_𝑉 

a. Get unanalyzed vertex 𝑣𝑖. If ∄𝑣𝑖 , call Procedure 3, else 
go to b; 

b. If 𝑣𝑖  contains the verb concept (action) in the design 
characteristics, go to the next vertex, else go to c; 

c. Get unanalyzed incoming directed edge 𝑒𝑖; 

d. If ∄𝑒𝑖, go to h; 

e. Get initial vertex 𝑣𝑎 of 𝑒𝑖; 

f. Get unanalyzed outcoming directed edge 𝑒𝑗; 

g. If ∃𝑒𝑗, add directed edge 𝑒𝑛 between initial vertex 𝑣𝑎 of 𝑒𝑖 
and ending vertex 𝑣𝑏 of 𝑒𝑗, remove 𝑒𝑗 else go to i; 

h. Go to f; 

i. Delete all 𝑒𝑗; 

j. Delete 𝑣𝑖, go to a. 

Procedure 3. Count minimum length of the path 𝒔(𝑷) 
to each DWFM vertex (see Fig. 2). 

The path is 𝑃 = (𝑒1, 𝑒2, … , 𝑒𝑛) , where 𝑛 ≥ 1 , 𝑒𝑗  are 

DWFM edges. According to [7, p. 171], «𝑛 is the length of the 
path 𝑃 denoted by 𝑠(𝑃)», so 𝑛 = 𝑠(𝑃). 

Assume 𝑒1: = 𝑒2: = ⋯ := 𝑒𝑛: = 1 , then path counter is 
increased by 1 and the procedure of counting length of the path 
to 𝐺𝑜𝑎𝑙_𝑉 vertex has the following view. 

a. Create initial terms set 𝑆𝑇𝐴𝑅𝑇_𝑉. 

b. Assume path length 𝑙 ≔ 0, 𝑙𝑚𝑖𝑛 : = +∞. 

c. Create goal term 𝐺𝑜𝑎𝑙_𝑉. 

d. Push 𝑆𝑇𝐴𝑅𝑇_𝑉 to 𝑆𝑇𝐴𝐶𝐾. 

e. Pop an element from 𝑆𝑇𝐴𝐶𝐾 and feed it to 𝐴. 

f. Select a rule in the 𝐴 matching the current state, the input 
term, and the transition condition. 

(1) If no rule, go to g, else go to (2). 

(2) 𝑆 := 𝑁𝑒𝑥𝑡_𝑆.  

(3) Increment 𝑙 by 1. 

(4) If 𝑆 = 𝐺𝑜𝑎𝑙_𝑉 ∧ 𝑙𝑚𝑖𝑛  > 𝑙, then 𝑙𝑚𝑖𝑛: = 𝑙. 
(5) Push unanalyzed adjacent terms to 𝑆𝑇𝐴𝐶𝐾. 

(6) If 𝑁𝑒𝑥𝑡_𝑆 ∈ 𝑆𝑒𝑛𝑑, go to g. 

(7) For the current term, create list of the following 

terms, feed it to the 𝐴 and go to (1). 

g. Finish. If 𝑆 ∈ 𝑆𝑒𝑛𝑑  and all terms have been analyzed, 
output 𝑙𝑚𝑖𝑛 , else output a message that the vertex has 
been failed to achieve probable due to error in DWFM. 

This procedure returns a couple of values, namely, vertex 
and path length (𝑣𝑖 , 𝑙𝑣𝑖) . It is called as many times as the 
number of goal vertices, as a rule, for all remaining vertices 
after the removal. 

Procedure 4. Map vertices on the temporal scale in 
accordance with the counted path lengths: (𝑣𝑖 , 𝑙𝑣𝑖) → 𝑣𝑖 ×
𝑡𝑖𝑚𝑒, where 𝑣𝑖 is vertex matching temporal graphical word of 
DWFM, 𝑙𝑣𝑖  is path length from initial vertex to 𝑣𝑖 , 𝑡𝑖𝑚𝑒 is 
temporal scale in which path lengths are event parameters: 
𝑡𝑖𝑚𝑒: 𝑙𝑣𝑖 → 𝑣𝑎𝑙𝑢𝑒, where 𝑣𝑎𝑙𝑢𝑒 is an event index. 
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V. EXPERIMENT 

Example of DWFM of design and technological processes 
and its TEWF are given on Fig. 3 and 4 respectively. Due to 
pages count limitations for the paper this is the only model 
presented in details. Table 1 contains the calculated values of 
the 𝜌1  to the original DWFM to the TEWF. Based on the 
results of 7 DWFMs analysis complexity metrics are 
calculated on the formula (1). DWFM complexity value is 

65% (
𝜌1(𝐷𝑊𝐹𝑀)−𝜌1(𝑇𝐸𝑊𝐹)

𝜌1(𝐷𝑊𝐹𝑀)
∙ 100%) depending on dictionary. 

TABLE I.  COMPLEXITY METRICS (𝜌1) OF DWFM AND TEWF 

№ DWFM name 𝜌1(𝐷𝑊𝐹𝑀) 𝜌1(𝑇𝐸𝑊𝐹) 

1 Initial stage of the product design 9 1 

2 Labor intensity 2 0 

3 
Technological processes of the large 

industrial enterprise 
6 2 

4 Design specification formation 8 0 

5 
Design specification formation (in 
details) 

8 0 

6 Technical task creation 6 1 

7 CAD/CAM/CAPP 4 11 

Average 𝟔
𝟏

𝟕
 𝟐

𝟏

𝟕
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Fig. 4. DWFM “Initial stage of the product design” (|𝐸(𝐺)| = 62,|𝑉(𝐺)| = 

54). TT is for Technical Task 

CONCLUSION 

In the paper, authors have presented a new method for 
strengthening the role of the normative documents base in the 
form of a DWFM, containing the events execution order 
relation in the relevant work and preliminary processing 
workflow data. It provides obtaining a TEWF from the 
original DWFM which event time-ordered temporal graphic 
words-concepts is, extends the Workflow Theory [24], 
reduces the DWFM complexity to 65% of the original one 

according to experiments, depending on the dictionary of 
concepts. The method is distinguished by the ‘time’ concept 
usage that identifies errors associated with the synchronization 
and parallelism of temporal graphic words in the computer-
aided design of radio electronics hardware and software. The 
method contributes to the automation of the specialists’ labor 
to detect errors which violate requirements for the events order 
of relevant works. DWFM complexity reduction refers to data 
preprocessing and, according to [9, 20, 21], helps to reduce the 
labor intensity of their verification by specialists by reducing 
their entropy. 

The proposed method is used at such a large radio-
electronic design and industrial enterprise as JSC ‘Ulyanovsk 
Mechanical Plant’ (Ulyanovsk, Russian Federation), 
particularly, in the hardware and software development for the 
products of the enterprise. 
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