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The problem of filtering outliers in the sample is considered. A 

genetic algorithm for outlier filtering is proposed, its efficiency is 

tested on synthetic and real data in the linear regression problem. 

Synthetic data was generated by applying normally distributed 

random noise to a linear function. Real data check was performed 

on The Boston Housing Dataset. Since normally distributed 

random noise with small variance distorts the original function 

rather weakly and may, in general, have no outliers, the proposed 

outlier filtering algorithm showed a noticeably greater efficiency 

on real data, however, the positive effect of the proposed outlier 

filtering method was also noticeable on synthetic data. 
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I. INTRODUCTION 

In practical problems of statistics, machine learning and 
other areas of applied mathematics, it often becomes 
necessary to build a model based on a sample. However, the 
sample tends to have outliers – measurement results that stand 
out from the total sample. This can be due, for example, to 
incorrect measurement, sensor failure, software bug or human 
factor. Outliers in classification problem are shown in Figure 
1 and outliers in regression problem are shown in Figure 2. 

Obviously, we want to reduce the influence of such factors on 
the model. One way to do this is to filter out the outliers from 
the training sample. The paper describes a genetic algorithm 
for filtering outliers in a complex sample and checks its 
effectiveness on model data and real-world data. 

II. EXISTING METHODS OF OUTLIERS FILTERING 

A. Outliers problem 

To begin with, consider the case of the category of 
detection problems. In machine learning, the logistic function 
of loss is often used [1].  The value of this loss function is 
calculated by the formula (1): 

 log

1

ˆ ˆ( , ) ( log( ) (1 ) log(1 )).
n

i i i i

i

L y p y y y y
=

= − + − −  () 

Without detracting from the generality, we consider the 
case when an object of class 0 was mistakenly assigned a label 
1, while the object itself is a typical representative of class 0.  
In this case, the loss function on this object will turn to infinity, 
which will lead to incorrect calculations. To avoid turning the 
value of the loss function to infinity, in practice it is often 
limited to some sufficiently large number [2]. But even in this 

case, training will occur in such a way that even one 
incorrectly marked object can greatly affect the value of the 
loss function [7]. 

Consider another example, the AdaBoost algorithm.  
AdaBoost builds several classifiers, and the weights of objects 
that have been incorrectly classified increase exponentially 
with each subsequent classifier that makes mistakes on them 
[5]. If you do not solve the problem of emissions in the data, 
the AdaBoost learning process will reach the point that one of 
the classifiers can only be trained on objects that are 
emissions. 

B. Existing methods of outliers filtering 

To solve problems caused by outliers in data, there are the 
following methods: 

1. One of the most basicways to filter emissions is to 
drop extremes. For example, 1% of the smallest and 1% of the 
largest values would be considered emissions. However, it is 
possibleto mislabel an object as an emission. For example, if 
we are talking about a sample in which people's height is 
measured, then a person's height of 210 centimeters will 
clearly be knocked out of the picture and with the described 
approach can be discarded.  like an outlier. However, if we 
consider the height of the US national basketball team, there a 
player who is 210 centimeters tall may be more the norm than 
an ejection.  But if a person mistakenly records growth not in 
centimeters, but in millimeters, this will cause an error of 
about an order of magnitude, in which case this object will 
definitely be an outlier.  Chozhim is an approach in which 
outliers are values that lie outside the range of ±3σ. 

2. The approach based on the Hampel filter works as 
follows: all values that do not lie in the range of plus or minus 
3 medians of absolute deviations from the median are 
discarded.  

3. The Grubbs test allows you to determine whether the 
highest or smallest value in a dataset is an outlier. It detects 
one outlier at a time (maximum or minimum value), so the 
null and alternative hypothesis of checking the maximum 
value looks like this: 

H₀: The highest value is not an outlier 

H₁: The highest value is the outlier 

And the minimum one is like this: 

H₀: The lowest value is not an outlier 

H₁: The lowest value is the outlier 

If the value of P is less than the threshold level of statistical 
significance (usually α = 0.05), then the null hypothesis is 
rejected, and it is concluded that the smallest/largest value is 
a deviation. In contrast, if the value of P is greater than or equal 
to the threshold level of significance, the null hypothesis is not 
rejected, and it is concluded that the smallest/largest value is 
not an outlier. T Grabbs is not suitable for a sample of 6 or less 
and requires a predetermined value of the amount of emissions 
in advance [6]. 

  

 
Fig. 1. Outliers in 

classification problem 

 
Fig. 2. Outliers in 

regression problem 
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The Rosner test (ESD – extreme Studentized deviate) is 
used to detect outliers in a sample whose distribution is close 
to normal and has a size of > = 25.  It also allows you to discard 
the highest and lowest values. 

III. GENETIC ALGORITHMS BASICS 

The described above methods do not guarantee an optimal 
loss function of outlier filtration in terms of minimization. it is 
also not possible to consider all possible options for excluding 
objects from the sample, because this is an NP-hard task. 
Genetic algorithms are often used to solve NP-hard problems, 
and this paper describes just such an approach. 

A genetic algorithm is a heuristic approximation algorithm 
that is used to solve optimization and modeling problems by 
randomly selecting, combining, and varying the desired 
parameters using mechanisms similar to natural selection in 
nature. It is a type of evolutionary computation that solves 
optimization problems using natural evolution techniques 
such as inheritance, mutations, selection, and  cross-linkover. 
A distinctive feature of the genetic algorithm is the emphasis 
on the use of the "crossing" operator, which performs a 
recombination operation of candidate decisions, the role of 
which is similar to the role of crossing in wildlife. 

In the problem under consideration, the population is the 
vector of inclusion of objects in the filtered sample: 

arr[i] 1 if the i-th object remains in the sample,

arr[0] = 0 other.

=



 () 

Then, in some way (often randomly), a population is 
given: a set of objects that are current solutions to the problem. 
A fitness function (or fitness function) is introduced, which 
characterizes how "good" an individual is [4]. For example, if 
we are talking about a maxim problem and the creation of 
some function, it is logical as a function Adaptability to take 
the meaning of this very function. Then, the greater the value 
of the fitness function for an individual, the better this 
individual solves the task (maximizing the function). 

At each step of evolution (also called epochs), individuals 
are selected on whom "genetic operations" will be performed, 
such as interbreeding, mutations, and so on. Often the best 
individuals have a higher chance of being selected.  The value 
of the fitness function is then calculated and the least adapted 
individuals "die", that is, they are removed from the 
population to avoid its unlimited growth.  Sometimes an 
additional restriction is imposed on the "age" of the individual, 
that is, how many epochs it is viable.  

The described evolutionary process is repeated epoch after 
epoch until one of the conditions for stopping the algorithm is 
met. These conditions, for example, can be: 

- Exhaustion of the time allotted for the solution of the 
problem 

- achieving the maximum number of generations 

- Lack of improvement in the population 

Thus, the scheme of the genetic algorithm is as follows: 

 

 

It is important to note that genetic algorithms have the 
following disadvantages. 

• globally optimal solution is not guaranteed 

• computational complexity 

IV. EXPERIMENTS 

For the genetic algorithm in the described problem, 
possible important parameters were identified: 

• save_part is the proportion of objects that will be 
stored in the sample in the initial population. Since 
noise is usually only a small part of the sample, let's 
put save_part = 0.95. 

• N is the number of individuals in the initial 
population. It was set as the length of the vector 
describing the individual, multiplied by 10. 

• fitness_function - a function that will assess the 
fitness of an individual or how "good" the individual 
is.  

The fitness function is one of the most important 
parameters of the genetic algorithm, since it is on the basis of 
the fitness function that the best individuals are selected and 
the worst die. To solve the problem of filtering emissions, a 
fitness function has been developed that takes the following 
parameters:  

• first_parent_part is the proportion of genes that a 
descendant will inherit from the first parent. 
Intuitively, it can be assumed that good individuals 
need only minor improvement, so it makes sense to 
try to leave most of the genes unchanged. 

• robust_part - what part of the sample can be excluded 
without an additional penalty for it. 

• mutation_proba is the probability of a gene changing 
to the opposite. In nature, random mutations play an 
important role in evolution. With some small 
probability, the gene will change its value to the 
opposite. Thanks to this, more possible combinations 

 

Fig 3. Genetic algorithm scheme 
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will be considered, and the population will not 
degenerate. 

• alpha_for_exclude_penalty is a parameter that 
affects the importance of the penalty for excluding 
the proportion of objects from the sample.  

Fitness function returns the sum of the average square of 
an error on a sample and a penalty for excluding objects from 
the sample. For experiments it was decided to use the 
quadratic penalty function for excluding objects from sample. 

V. PERFORMANCE IMPROVEMENT 

A. Synthetic data 

Proposed approach was assessed in a linear regression 
problem. For the basic check, synthetic data was generated, 
which is a function of the form kx + b with added normally 
distributed noise. Below is a histogram of quality 
improvements in 100 cases. The quality of the constructed 
model was improved in 58% of cases.  In the same 2%, the 
quality has not changed. 

B. Real-world data 

To test the proposed approach on real data, we chose the 
regression problem on the Boston dataset. This dataset is one 
of the most famous examples for regression problem. Since in 
the case under consideration it is very important to assess the 
quality of the model as accurately as possible, most of the 
sample was used as a test. In addition, with a smaller training 
sample size, the effect of outliers can have a greater impact on 
the quality of the model. 

Below is the distribution of the improvement in the quality 
of the model trained on the filtered sample relative to the 
quality of the model built on the entire sample. In 81 cases out 
of 100, outlier filtering by the proposed method improved the 
quality of the model. Below is a histogram of quality 
improvements in 100 cases. 

VI. POSSIBLE FUTURE IMPROVEMENTS 

The following possible improvements to the proposed 
approach can be noted: 

1. Caching the results of a fitness function calculation. 
Training takes a lot of time. And for many individuals, the 
value of a fitness function is repeatedly recalculated. The 
recalculation takes a long time: you need to select a subsample 
from the training sample, then train the model, and then check 
the quality of the constructed model on the validation sample.  
Caching can be done, for example, by creating a class for an 
individual object in which the result of calculating a fitness 
function will be stored. 

2. Change the generation of the initial population. In the 
current implementation, the initial population is generated 
completely randomly. As a more meaningful initial 
approximation, you can take a sample filtered by some naïve 
method. For example, discard the objects on which the 
average square of the error is the largest or make the exclusion 
of the object of their sample during generation probabilistic, 
so that the probability is higher the greater the square of the 
error on it. 

VII. CONCLUSION 

In this paper, we developed and implemented the filtering 
of emissions in the sample and improved the 
representativeness of the data using a genetic algorithm, the 
work of which is focused on the transformation of a sample 
with the presence of emissions and noise. The proposed 
algorithm showed its effectiveness on model and real-world 
data on a large number of tests conducted. The genetic outliers 
filtering algorithm is designed to be included in the data 
preprocessing process before or in conjunction with the use of 
machine or deep learning algorithms and can be used in 
various software systems for data analysis and processing. 
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Fig. 4. Performance improvement histogram on synthetic data 

Fig. 5. Performance improvement histogram on real-world data 


