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Abstract—In this paper, we propose an algorithm for detection and recognition of all information fields at the
bank card front side based on video sequences. The algorithm is intended for use on mobile devices. This
algorithm consists of the following basic steps: detection of the card boundaries in a frame, segmenting the
information fields, improving the quality of segments, localizing the boundaries of symbols, and recognizing
blocks of symbols. We also conduct a series of experiments. Experimental results show that our algorithm can
achieve higher detection rates of 88% for all information fields and 92.5% for the bank card number and expi-
ration date. The processing time per frame at different resolutions for each step by using iPhone 7 is presented.
The experimental results confirm the efficiency of the proposed approach.
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1. INTRODUCTION

Progress in banking technologies has resulted in the
widespread introduction of Internet banking, i.e.,
remote banking service via the Internet, and mobile
banking, which allows the bank client to manage his or
her bank accounts by using a tablet or smartphone.
Nowadays, one client can have two or more bank cards,
which he or she can use for payment. Filling in all data
fields when paying for services or making purchases
with mobile banking requires time and attention. Thus,
the efficiency of mobile banking services can be
improved by developing (algorithms and) software to
automate the entry of bank card information into the
system based on the analysis of bank card images
obtained using mobile devices.

The design of a bank card is an important carrier of
the bank’s brand, which can have various color and
luminance characteristics. Thus, the image on a bank
card can be heterogeneous and quite complex. In addi-
tion, glossy plastic used in bank cards is highly reflec-
tive, which can cause glares and reflections on card
images in bright light, especially when using a flash
under low light conditions. In the presence of shadows

or insufficient illumination, the card image may have
rather poor quality.

A bank card is a typical example of a document of
flexible form. Hence, for its processing, we can employ
the same detection and recognition algorithms that are
used for flexible forms of other types [1]. In [2], an
approach for segmentation and recognition of charac-
ters on business cards on a plain background was pro-
posed. The algorithm consisted of the following basic
steps: edge detection using the Sobel operator, line
thinning, projective transformation, adaptive bina-
rization, and segmentation of words and characters
with their subsequent recognition. The disadvantages
of this approach are its applicability only to simple-
background images and its rather high computational
requirements, which impose a significant constraint
on its implementation in mobile devices. In [3], an
algorithm for business card processing was proposed:
at the first step of the algorithm, rough background
removal is carried out by block analysis of an input
image and, at the second step, the connected compo-
nents extracted are classified to determine text regions
and eliminate logo images. Then, the result undergoes
adaptive binarization to separate the text from the
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Fig. 1. Flowchart of the algorithm.

background for its further recognition. This algorithm
can be employed only for card images with a monotone
background. In addition, it does not use projective
transformation, which imposes additional requirements
on the orientation of an input card image with respect
to the smartphone camera.

In [4, 5], methods for business card recognition on
the Android platform were presented. In [4], the Mat-
Lab package was used for character preprocessing and
segmentation, while the Tesseract library was employed
for character recognition. However, as noted in [4], the
preprocessing procedure used computationally inten-
sive operations for input image refinement and charac-
ter segmentation, which is why a simplified version of
this algorithm without certain preprocessing steps
implemented on mobile devices had significantly
lower performance. At the first step of the method
proposed in [5], the size of an input image is reduced,
with the preprocessing operation using OpenCV and
the character recognition operation using Tesseract.
However, the experiments in those works were carried
out on business card images with a single-color back-
ground, the characters on which are clearly visible.

In [6], an algorithm for credit card expiration date
recognition was proposed and its performance was eval-
uated using iPhone 4S. This algorithm does not support
automated data input from a card image and, therefore,
requires further development. The algorithms for card
number recognition on Android devices considered in
[7, 8] also do not recognize the first and last names of
the cardholder. In [7], recognition accuracy reached
80%; in [8], the preliminary processing of card images
and the use of a recurrent neural network provided

digit recognition accuracy up to 90%. It should also be
noted that these algorithms were designed to process
embossed cards. In [9], a method that uses reliability
functions for embossed character recognition was pro-
posed and its efficiency in improving the probability of
correct recognition was demonstrated. Presently, non-
embossed cards, which can be issued to the client on
the day he or she contacts the bank, have become quite
popular. However, due to the fact that the alphanu-
meric information on such cards is not embossed, its
localization and recognition proves much more diffi-
cult and requires efficient preprocessing to localize
characters and ensure their correct recognition.

As input data, existing approaches use static images,
which sometimes contain noise, glares, significant
luminance differences, insufficient sharpness, etc. This
may require obtaining a new image, which, in turn,
can also be unsuitable for correct detection of the card
and information fields on it, as well as their further rec-
ognition. The efficiency of data processing can be
improved by using video, which is easy to obtain using a
mobile device. However, a sequence of images (rather
than a single image) requires different approaches to its
processing. In [10], it was proposed to use video
sequences for document edge detection with mobile
devices. In that case, the method includes image seg-
mentation in the Lab color space by using morpholog-
ical processing, linking individual segment boundaries
based on the Hough transform, and boundary detec-
tion of the whole document. However, to reduce com-
putational cost, the frame size of an input image was
reduced from 1280 % 720 to 180 %X 100 pixels. This
reduction is not adequate for localizing and recogniz-
ing bank card information because the probability of

PROGRAMMING AND COMPUTER SOFTWARE  Vol. 46 No.6 2020



VIDEO-BASED CONTENT RECOGNITION

character recognition decreases with the decrease in
the character size.

In this paper, we propose an algorithm for detecting
and recognizing bank card details by video sequences
recorded with a mobile device. The algorithm enables
almost real-time recognition of all information fields on
the front of a bank card, including its number and expi-
ration date, as well as the first and second names of the
cardholder in Latin and Cyrillic, for embossed and
non-embossed cards.

2. ALGORITHM FOR RECOGNIZING BANK
CARD DETAILS IN VIDEO SEQUENCES

Figure 1 shows the flowchart of our algorithm.
A sequence of frames recorded using a mobile camera
is input to a rectangular region detector, which detects
all rectangles in a frame and returns only one that
meets the bank card parameters.

This region is converted to a grayscale image,
which is input to a segmentation block that selects and
indexes the regions on the card image that correspond
to the information fields containing the number of the
card, its expiration date, and the first and last names of
the cardholder. The next block carries out certain
transformations that improve the contrast qualities of
the input images and reduce the noise. Then, adaptive
binarization and morphological processing are carried
out. The next step refines the boundaries of the char-
acter regions by using the sliding window method.
After that, the segmented regions are passed to an
OCR block for digit and character recognition.
Finally, a data estimation block processes the received
information to display or reject the result. If the card
number and expiration date extracted are valid, then
the result for them is considered correct. The recogni-
tion of the cardholder’s name stops once the first
result is obtained. If all three information fields in the
current frame are not recognized, then, in the next
frame, only the missing fields are processed.

2.1. Card Detection

When developing the card detection algorithm, we
took into account that the frame size of an input video
sequence recorded with modern mobile devices can
vary, reaching 3840 x 2160 pixels. These devices sup-
port automatic focusing, luminance adjustment, and
white balance. Thus, the resulting image generally has
acceptable characteristics (sharpness, luminance, and
resolution) for automatic extraction of bank card data.

At the first step, all rectangular regions on the
image are detected and localized. Taking into account
possibly high frame resolution (up to 4 K), as well as
limited computing power of mobile devices, we use a
detection method based on the fast Viola—Jones [11]
and OverFeat [12] algorithms, which is also character-
ized by high detection capabilities. Then, to determine
the contour that bounds the bank card, the aspect
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ratios of the extracted objects are analyzed. With the
height m, and width n, of the card being standardized
and its aspect ratio being constant, it is reasonable to
use it as a criterion for finding the contour of the card
among all rectangular regions detected. Thus, the m; X n;
rectangular region r; can be classified as a card image
in the frame if the following condition is met:
LA Y

m m;  m,

2.1)
(4
where e is a coefficient that characterizes the permis-
sible deviation of the card’s aspect ratio.

In this case, the result is a rectangle with the longest
side m,,,, among all rectangles detected. The size of
the rectangular region found at this step and its posi-
tion on the image p,(x;, y;) are used to extract the card
region from the input frame.

2.2. Region of Interest (ROI) Segmentation

On the resulting m; % n; image [ of the card, it is
required to find the regions that contain the informa-
tion on its number (/), expiration date (/p), and name
ofits holder (/). The size and location of these regions
(determined by ISO/IEC 7811-5.4:2018, which can be
used for segmentation of these fields) are denoted as
follows:

C(xc, Yo, me, 1) is the card number;

D(xp, yp, mp, np) is the card expiration date;

E(xg, yg, mg, ng) is the cardholder’s name.

Since the values of m; and n; can vary in the process
of videorecording, normalization is required to cor-
rectly determine C, D, and E. For this purpose, we use
the following width scaling (c,,) and height scaling (c,)
factors, which are multiplied by the parameters of
these regions:

Cps = L,

m,

ny
Cos = >

n,

2.2)

The card number has 16 digits, divided into 4 equal
groups of 4 digits each. Thus, the image /- (extracted at
the previous step) with the card number region C; is
divided into four equal subregions C;;, Cp,, Cj3, and Cp

n n
C,| xo +| =L x '—1), ,=<L m, ),
Ij( Cl (4 (] ) yC[ 4 Cl (23)
j=12734.

Having extracted the computed regions from /., we
obtain the segmented images /;, I,, I¢3, and I, of
the card number groups.

2.3. Refinement of the Segmented Images

To reduce the amount of information to be pro-
cessed, the resulting images (/p, Iz, and I.—1.,) are
converted to grayscale with a further increase in their
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contrast by the histogram normalization method,
which stretches only the most informative region of
intensity variation (rather than the entire intensity vari-
ation range), thus increasing the contrast effect due to
the elimination of noise regions with rare intensities.

With this approach, the resulting gray level g for a
pixel is determined as follows:

255(Y,, — 7.
2550, — ¥, 0.4

Cmax Cmin

gx,y

where Y, , is the luminance of the input pixel with the
coordinates x and y, while Y, ., and Y, ., are the
specified minimum and maximum luminance levels of
the input image pixels, respectively.

To improve the processing result, Y. ., and Y, ..
differ from the minimum and maximum luminance
levels of the input image, which allows us to neglect a
small number of pixels at the edges of the histogram.

Thus, Y, i, and Y, ,,, are defined as

O = Y, (i+1), if jzz(;f,(Yj)<T

Y, otherwise;

,_ (2.5)
@-D, if Y f)<T,

=255

~_ )Y
(l) — ‘max

Y, otherwise,

cm ax

where f; is the number of pixels on the image with the
luminance Y, T= mne, and e is the permissible devia-
tion (in %) determined experimentally.

Then, using mathematical morphology operators,
the boundaries of the characters on the grayscale
image obtained at the previous step are emphasized.
To determine the colors of the background and char-
acters, the mean luminance is evaluated. If the result
exceeds 127, then the background color is white, while
the character color is black, and vice versa.

If the color of the characters is determined as white,
then the Whit€TopHat morphological transformation,
which subtracts a morphologically open image from the
original one to emphasize the contours of the white
characters, is applied to the image. The BlackTopHat
transformation is used to emphasize the boundaries of
the black characters by subtracting the original image
from a morphologically close image. The structuring
element b for the kernels of both filters has a rectangu-
lar shape; its size n, X m,, taking into account the
experimentally determined scaling factors, is com-
puted as follows:

n, = 0.06n,, (2.6)

my, = 3l’lb,

where #n;is the width of the image to be transformed.
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2.4. Boundary Localization

Since the luminance and contrast characteristics of
the fragments in the bank card images, despite their
small size, can significantly differ, the luminance lev-
els of the pixels that form the background of the char-
acters can also vary. Taking this into account, to pre-
serve the boundaries of the characters, we use the
image binarization method with adaptive threshold
based on local region analysis:

255, if Y. >T(x,y)
bi = e 2.7
My {0, otherwise, (2.7)

where T(x, y) is the adaptive binarization threshold
computed for each pixel as T(x, y) = corr({, G) — c;
corr(l, G) is the cross correlation of a k X k local image
fragment with the Gaussian window; and c is a con-
stant. The £ X k coefficient matrix of the Gaussian
window is defined as follows [13]:
(k=12
7(’ 2 )
G =0e »
6 =03(k-10.5-1)+0.8,
wherei=0 ... k — 1 and o is the scaling factor selected
in such a way that zi G =1

To reduce the amount of noise, remove non-infor-
mative details from the image, and roughly separate
the characters from the background, the morphologi-
cal closure and erosion operators are sequentially
applied.

Taking into account the specific characteristics of the font
characters (in accordance with ISO/IEC 7811-7.1:2018),
for the kernels of both filters, their structuring element

(2.8)

b ofthesize n, X n, (nb = %} isshaped as an ellipse.

The thickness of a character wyy,,,,, does not depend on
the type of a card image fragment to be processed and
is set for OCR-B. The projection of the font width (in
mm) onto the font size (in pixels) with respect to the
size of the bank card region is a constant computed
based on its overall width:

Woymy = 0.004884n,. (2.9)

Next, the edges of the character region on the pro-
cessed image are refined by the vertical sliding window
method. The height of the window depends on the font
size of the characters; H_, is the font height of the card
number (4.0 mm), H., is the font height of the expiration
date (2.85 mm), and H,,, is the font height of the card-
holder’s name (2.65 mm). Then, their height projec-
tions (in pixels) with respect to the size of the entire
card region are A, h.4, and h,,. The general formula
is as follows:

Hm,,

_ fmo 2.10
54.0 @10
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Table 1. Algorithm testing results

Number of frames
. Card is detected Wl.t}.l correct Total processing time
Frame from video sequence (number of frames) recognition of all card (ms)
details/total number of
frames
1 2 3 No.

1 22 9/90 1217

2 - —/90 -
3 26 10/90 1221
1 23 10/90 1284
2 26 11/90 1149
3 31 13/90 1265

1 24 —/90 -
2 21 7/90 1344

3 — —/90 _
1 30 18/120 852
2 37 21/120 924
3 36 26/120 892

1 39 —/135 —

2 44 —/135 —

3 41 —/135 —
1 34 24/90 1324
2 35 28/90 1238
L}, : 3 32 25/90 1287

=R =

where 54.0 mm is the height of the card (ISO/IEC
7811-6.3:2018) and m,, is the height of the card region
detected (px).

The character region extracted at the previous step,
black and white lists of characters, and language iden-
tifier are sequentially transferred to the Tesseract rec-
ognition system.

A white list that consists of a set of numbers from 0
to 9 and a language identifier “eng” are passed as
parameters of the card number image. For the expira-
tion date image, the numbers from 0 to 9 and symbol
“/” constitute a white list with “eng” being a language
identifier. For the cardholder’s name, “rus” and
“eng” are language identifiers and a black list com-
prises a set of characters that include punctuation
marks, special symbols, and numbers. This approach
speeds up character recognition by the Tesseract
library, as well as the entire image processing.

PROGRAMMING AND COMPUTER SOFTWARE  Vol. 46

3. SOFTWARE IMPLEMENTATION
AND EXPERIMENTAL RESULTS

3. 1. Software Implementation

The algorithm is implemented in Objective-C by
using the OpenCYV low-level image processing library,
Tesseract optical character recognition system, and
iPhone SDK frameworks: CoreMedia and AVFoun-
dation for media data management, UIKit for working
with application interfaces, and CoreGraphics for
low-level 2D image processing based on Quartz.

AVFoundation is used to capture the video stream
from the main camera of an iOS device in real time at
30 fps. The frames are queued in separate threads by
using NSOperationQueue class objects. The first thread
receives frames and places them in a sequential process-
ing queue if it is not full; otherwise, frames are ignored.
The second thread sequentially receives frames from

No.6 2020
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Table 2. Comparison of the approaches for content recognition of bank cards

Initial data

CardIO

Our algorithm

Processing Result of information Processing Result of information field
time for field recognition* time for recognition*®
Card image | Embossing ful ful

successiu card expiration | Successiu card expiration

recognition | o iber date recognition | umber date cardholder
Yes 0.343 1 1 1.018 1 1 1
No — 0 0 0.896 1 1 1
Yes 0.314 1 1 1.059 1 1 0
Yes 0.916 1 0 0 0 0 0
No — 0 0 1.01 1 1 1
Yes 0.864 1 1 0.971 1 1 1
Yes 0.48 1 1 0.861 1 1 0
No — 0 0 — 0 0 0
Yes 0.478 1 0 0.957 1 1 1
No — 0 0 0.986 1 1 1

*1 corresponds to successful information field recognition and 0 indicates misrecognition.
PROGRAMMING AND COMPUTER SOFTWARE  Vol. 46 No. 6 2020
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Fig. 2. Interface of the mobile application that implements the proposed algorithm: (/) viewing area, (2) mark of successful card

detection, and (3) output area for recognized data.

the capture queue and processes them until the results
are obtained. Once processing is complete, the pro-
cessed frame is deleted, the queue is emptied, and the
processing iteration is initiated for the next frame.

The Tesseract library carries out asynchronous
processing in the background. Once the algorithm ter-
minates, the recognition result is passed (using a call-
back function) to the user for displaying in the main
thread. The interface of the mobile application with
the recognition result is shown in Fig. 2.

3.2. Experimental Results

The performance of the proposed algorithm was
tested using iPhone 7 on a set of 180 bank cards (see
Fig. 3). These cards were placed against complex
backgrounds; the information fields on the cards were
clearly visible (not blocked by any foreign objects).

The values of the coefficients used in the computa-
tions were experimentally selected using ROC analysis
[14]. The permissible deviation of the card’s aspect
ratio (e) was evaluated taking into account its exact
size (in accordance with ISO/IEC 7811-5.4:2018) on a
set of 214 images, 178 of which represented cards and
36 contained no cards or their boundaries were blurred
or distorted. As a result of the experiment, for each
coefficient e (which varied from 0 to 0.02 in incre-
ments of 0.0002), true positive rate (TPR) and false
positive rate (FPR) were computed. For e = 0.011, the
maximum TPR was 0.974194 and the minimum FPR
was 0.111111.

For binarization, the size of the local region was
determined taking into account the scaling factor, as

PROGRAMMING AND COMPUTER SOFTWARE  Vol. 46

this parameter depends on the input size of the card
region detected (its width W, in pixels):
k =W,k 3.1

The values of k' were varied from 0.002 to 0.03 in
increments of 0.001. At this step, the maximum TPR
was 0.83447 and the maximum FPR was 0.140864 for

k' = 0.016. The constant ¢ = 13 was determined simi-
larly.

Table 1 shows some of the experimental results that
demonstrate the efficiency of card data recognition on
video sequences obtained under various conditions by
using the proposed approach.

Upon setting the optimal coefficients and thresholds
in the implementation of the algorithm, the ROC analy-
sisshows TPR = 0.88 and FPR = 0.14. Figures 4—6 illus-
trate the detection of bank cards on a set of video
sequences with indication of key frames and detection
diagrams. On the diagram, 1 represents the successful
detection of a card and 0 represents the absence of a
card. The video was recorded at a constant rate of 30 fps.

The frame analysis of the video sequence shown in
Fig. 4a suggests that the card image has strong lumi-
nance differences, shadows, and glares, which is why
its stable detection (starting from the 71st frame, see
Fig. 5a) is achieved when the user carries the card over
to an area with more stable illumination. In another
video sequence (see Fig. 4b), the card is not detected
since its boundary does not entirely fall within the
frame. Then, it is successfully detected (see Fig. 5b)
but has a blurry contour and fuzzy characters; there-
fore, data recognition is not possible.

No.6 2020
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Fig. 3. Bank card images used for testing.
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(b)

Fig. 4. Example of video sequence frames.
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Fig. 5. Diagram of card detection on a video sequence: (a) for Fig. 4a and (b) for Fig. 4b.
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(d)

Fig. 7. Images of the cards that cannot be detected or the data on which cannot be recognized.

The time it takes to process one video frame at dif-
ferent resolutions by using iPhone 7 is shown in Fig. 6
for each step of the algorithm.

It can be seen (Fig. 6) that the time required for
character recognition (in contrast to the other proce-
dures) depends nonlinearly on the size of a frame to be
processed.

3.3. Comparison and Discussion

The algorithms proposed in [7] and [8] have digit
recognition accuracies of 80% and 90%, respectively.
However, it should be noted that these results were
obtained on different sets of images. To compare the pro-
posed algorithm with some well-known approaches
under the same conditions on the same image set, we
used the CardIO SDK module [15].

The experiments were carried out under various
video recording conditions for 180 cards, 104 of which
were embossed ones. Table 2 shows the recognition
results on 10 card images for the CardIO algorithm
and our algorithm.

The analysis of the recognition results for all cards
suggests that our approach significantly improves recog-
nition on non-embossed cards as compared to CardlO,
which does not support recognition of the card-
holder’s name. In general, our algorithm has TPR =
0.88 when recognizing all three information fields and
TPR = 0.925 when recognizing the card number and
expiration date. The CardIO module achieves TPR =
0.68 in numeric field classification. However, on the
embossed cards only, CardlO has TPR = (0.935.

If the luminance and color characteristics of a bank
card image input to the proposed algorithm are very sim-
ilar to those of the background (see Figs. 7a and 7b),
input image is blurry (see Fig. 7¢), or its significant
part is shadowed in such a way that the font color com-

(b) (c)

i

Fig. 8. Fragments of the cards with damaged characters.

PROGRAMMING AND COMPUTER SOFTWARE

pletely coincides with the background (see Fig. 10d),
then the card cannot be detected (Figs. 7a and 7b) or
the data on it cannot be recognized (Figs. 7c and 7d).
In addition, the blurred, damaged, or defective con-
tour of the characters, which creates no contrast
between the card image and the background, makes
data recognition impossible (see Fig. 8).

The analysis of the experimental results suggests
that detection and recognition errors occur due to a
number of factors: placement of a card against a com-
plex background similar to the card itself, presence of
glares or significant luminance differences, large dis-
tance between the card and the camera, and blurred
card contours due to destabilization of the camera or
card in the process of video recording. In the future,
we intend to improve the proposed algorithm by
improving the character recognition procedure.

4. CONCLUSIONS

Recognition of information fields on bank cards by
using mobile devices is an important problem. In this
paper, we have proposed an algorithm for content rec-
ognition of bank cards by using mobile devices. The
efficiency of card detection and data recognition has
been improved as compared to other approaches due
to analyzing a sequence of images extracted from a
video sequence. The proposed approach involves the
following basic steps: detection of card boundaries in a
frame based on the Viola—Jones algorithm and Over-
Feat method, segmentation of information fields taking
into account their location on a card image, refinement
of segmented images by histogram normalization and
morphological processing, boundary detection of char-
acter blocks through adaptive binarization and mor-
phological processing, their refinement using the ver-
tical sliding window, and character recognition based
on the Tesseract library. The software implementation
of the proposed algorithm has been carried out using
iPhone SDK, OpenCV, and Tesseract. The algorithm
has been tested using iPhone 7 with the true positive
rate being 0.88 for all three data fields and 0.925 for the
card number and expiration date.
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