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[NomynspHble B 0aHKOBCKOU chepe TpaH3aKLMOHHBIE JAHHBIC YacTO MPEJCTaBIAIOTCS B BUJIE Pa3PEXKEHHBIX (C OOJIBIINM
KOJINYECTBOM IMPU3HAKOB) BEKTOPOB. lICronbp30BaHNe pa3pekeHHBIX BEKTOPOB B 3ajla4axX TyOMHHOIO OOy4YEHHUs SIBISETCS
HEed((PEKTUBHBIM M MOXKET BECTH K TepeoOydeHH 0. J{i1s M3BIeueHNs MOJIC3HBIX IPU3HAKOB B IPOCTPAHCTBE MEHBILCH pa3-
MEpPHOCTH IIMPOKO ITPUMEHSIOT aBTOKOIMPOBIIMKH. B HacToseit pabore npeyiaraercs HoBasi QyHKIHS [TOTEPh, KOTOPast
OCHOBaHa Ha METPHKE, OIIEHUBAIOIICH KaueCTBO OTOOPAKCHHSI NCXOIHBIX TAOIMYHBIX JaHHBIX B MIPOCTPAHCTBO HMOE-
JUHTOB. OTa (QYHKINS CIYyKUT IJIs TpeoOpa30BaHusI CHHKECHUS Pa3MEPHOCTH U TIO3BOJISIET COXPAHUTh CTPYKTYPY OTHO-
MeHNH 00bEKTOB MCXOAHOTO NPOCTPaHCTBA. [lomydeHHbIe pe3yabTaThl TOKA3bIBAIOT YIyUIIEHHE Ka4eCTBa MOTy4aeMbIX
9MOE/IMHIOB MOCPEACTBOM HCIOIB30BaHUsI HOBOM (PYHKIIMH MOTEPh B KOMOMHAIMH C TPAJAUIIMOHHOW Cpe/iHel KBajpa-

TUYECKOW OMIMOKOU (DYHKITUH.
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SPACE SEMANTIC AWARE LOSS FUNCTION
FOR EMBEDDING CREATION IN CASE OF TRANSACTION DATA
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Transaction data are the most popular data type of bank domain, they are often represented as sparse vectors with
a large number of features. Using sparse vectors in deep learning tasks is computationally inefficient and may lead to
overfitting. Autoencoders are widely applied to extract new useful features in a lower dimensional space. In this paper we
propose to use a novel loss function based on the metric that estimates the quality of mapping the semantic structure of
the original tabular data to the embedded space. The proposed loss function allows preserving the item relation structure
of the original space during the dimension reduction transformation. The obtained results show the improvement of the
resulting embedding properties while using the combination of the new loss function and the traditional mean squared
error one.

Keywords: data; embedding; vector; loss function; autoencoder.

Introduction

Every day, a large number of payment transactions using bank cards are performed, which details are col-
lected on the bank’s servers. Such data contains information about the bank’s client’s behaviour, which can
later be used by the bank in various forecast models. At the same time, if we want to use such data, it must be
presented in a certain format, for example via transformation into a fixed-length vector, where each coordinate
acts as a counter for the number of transactions of a particular type in a certain time period (e. g., the first coor-
dinate shows the number of transactions at gas stations, the second one does it for public catering places, etc.).
Such vectors can describe the client’s behaviour at certain time intervals, however, due to a large number of
possible transactional activity categories, these vectors have a large number of coordinates, many of which are
zero, in other words, clients are described by sparse vectors.

The use and storage of such vectors is computationally inefficient and may also lead to overfitting of predic-
tive models. A popular solution to this problem is to use autoencoders, which first encode data into a smaller
space, and then reconstruct the original data from it. The process of training the model can be described as
reducing the reconstruction error by updating the model’s weights, and as a result, we get a mapping of the source
data into a space of smaller dimension, preserving the maximum of the original information about objects.

The quality of the obtained representations is measured by the recovery error, however, it was shown in [1]
that this metric is not a reliable indicator of their applicability to the final problem. In addition, it does not give
us an idea of how the relationships of representations are arranged, which reduces the confidence in the results
obtained. Thus, we would like to have representations that contain as much information about the original ob-
jects as possible, and also preserve their semantic relationships in the embedding space. In other words, we
want the representation of objects in the new space to be formed so that, using the vector additional operation,
we can move from one representation to another and this transition is meaningful. This corresponds to the
analogies presented by T. Mikolov [2], where we have pairs x : y and a : b in the original space, where x is se-
mantically connected with y, as well as a with b, for example «man» : «king» and «woman» : «queen», so we
want this connection to be reflected in the embedding space. To fulfill this condition, we propose a modifica-
tion of the loss function, which will allow not only compressing information into a space of smaller dimension,
but also building the resulting vectors so that they reflect semantic relationships, which is possible due to the
structure of the source data itself.

General description of problem

Let us introduce the notation: mapping f: R" — R™ (m < n) to be called embedding (encoder) and mapping
g:R" — R" to be called decoder. An object is represented by a vector X € R”, where each coordinate displays
the number of transactions executed for a product or service of a certain category.

The goal is to build an embedding that reflects the semantic relationships between objects. More strictly,
this can be formulated as follows:

g(f(x)+ f()=2z (1)
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where z is an object corresponding to the union of the meanings of objects x and y. Referring to the source
data, you can see that each object itself reflects the client’s behaviour, moreover, there is already a meaningful
addition operation in the source space. Indeed, if combination the two original vectors results as a third vector
that describes the third client which behaviour corresponded to the union of the first two. Then it is possible

rewrite (1) as
g(f(x)+f(y)):x+y.

Because it is assumed that the reconstruction error of autoencoder is zero, as well as the £ is an injective
function, then g( f(x +y)) =x+y and thus f(x)+ f(»)=f(x + y). So actually equation (1) says that with

some additional conditions f is a homomorphism. It seems that using equation (1) can transform our autoencoder
into principal component analysis since it is a linear map, and the autoencoder with a linear encoder resembles
principal component analysis projection [3]. This could be the case when autoencoder has a zero reconstruction
error which is impossible due to different sizes of the embedding space and the objects space.

An experiment methodology

Data description. Used dataset contains information about 284.807 transactions performed during two days
by European cardholders in September 2013 with 492 fraudulent transactions [4]. The reason to use this data-
set is to implement the method of fraud detection described in another article [5], namely to fit the autoencoder
on non-fraud data and, assuming that fraudulent transactions will be recovered by an autoencoder with a larger
recovery error, use reconstruction error to verify if the new transaction is fraudulent or not. Thus the task is to
compare different models. To do this, the dataset was separated into the train part that consists of 80 % of the
transactions, all of them being normal, and the test part that contains the remaining 20 % with all 492 fraudu-
lent transactions. Since to use our approach we need to be able to add the vectors of the original space, we will
only use the attributes from V1 to V28.

Training metrics. For the training process evaluation, we use two metrics.

1. The mean squared error (MSE) of objects and the autoencoder’s predictions to check the reconstruction
abilities of our autoencoder:

N

Z(g(f(xi)) - xi)z

i

N
2. Custom metric called as mean semantic preserving error (MSPE):

£3flr000+ 0] o)

b

NM

where x, y € X. However, it is computationally inefficient to choose all y objects from X, so for the performance
reason the M =100 random y objects were chosen from X for every object x to be used for computation of given
loss function.

Models. Autoencoders with the same architecture were used for each model: InputLayer (shape=(28)) —
Dense (21, activation="elu’) — Dense (14, activation="elu’) — Dense (7, activation="elu’) — Dense (14, activa-
tion="elu’) — Dense (21, activation=‘elu’) — Dense (28) but different losses:

e the sum of the MSE and the MSPE (model 1);

* the MSE as a model loss (model 2);

*the MSPE as a model loss (model 3).

The batch size equals 1000, the number of epochs is 50, the optimiser is Adam with the default hyperparams.
As predictions for the fraud detection task, we compute the mean squared error between the input vector and its
reconstruction.

Classification metrics. Since our task is essentially a binary classification task with imbalanced classes,
we will use three metrics.

1. Maximum Fl-score. F1-score is a harmonic mean of precision and recall:

2 - precision - recall

F1-score = — R
precision + recall

where precision is the number of objects classified by the algorithm as 1 (fraud) while they really belong to
class 1, divided by the number of objects classified by the algorithm as 1, which shows whether we can rely on
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Fig. 1. The reconstruction loss (model 1 uses MSE and MSPE,
model 2 uses MSE only, model 3 uses only MSPE as the loss):
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Fig. 2. The MSPE (model 1 uses MSE and MSPE,
model 2 uses MSE only, model 3 uses only MSPE):
a — train part; b — test part
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Fig. 3. The PR curve (a), the ROC curve (b)
(model 1 uses MSE and MSPE, model 2 uses MSE only, model 3 uses only MSPE as the loss)
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our algorithm when it classifies objects as class 1; recall is the number of objects classified by the algorithm
as 1 (fraud) while they really belong to class 1, divided by the number of objects from class 1, which shows
how many objects of class 1 it can find among all objects of class 1. However, it is needed to balance these two
metrics, and for this purpose F1-score is used. Since it isn’t known which threshold to use for the algorithm,
and F1-score depends on the threshold, the maximum F1-score within all possible values was used.

2. PR AUC. 1t is an area under the precision recall curve; the closer this metric is to 1, the better the model is.

3. ROC AUC. It is an area under the receiver operating characteristic, the closer this metric is to 1, the better
the model is. To explain how this metric is computed, we need to know the two other metrics: true positive
rate (TPR), which is actually a recall, and false positive rate (FPR), which is the number of objects classified
by the algorithm as 1 (fraud) while they really belong to class 0, divided by the number of objects from class 0.

Results of experiment

Figure 1 shows the reconstruction error, fig. 2 shows the mean semantic preserving error for each epoch
during the training, fig. 3 shows the ROC and PR curves, and table 1 shows the quality of models in terms of the
fraud detection task. As we see from fig. 1, model 2 shows the best reconstruction loss, model 1 shows a slightly
worse result, and model 3 performs much worse. However, in fig. 2, models 1 and 3 have similar results while
model 2 performs much worse. So, we can make a conclusion that a combination of two losses allows getting
good results in terms of both losses while using only one leads to better results in the corresponding metric but
much worse in the other. Yet, good quality in those metrics doesn’t necessarily lead to good results when trying
to apply the models to an external task. Model 1 shows the best reconstruction ability, however it has the worst
result in the fraud detection task (table 1), while model 3 with the worst reconstruction ability has better results.
Also, the best model doesn’t have the best reconstruction ability, but performs well in terms of both metrics.
Thus, we can make the following conclusions: the better reconstruction loss in autoencoders does not necessa-
rily lead to better results on an external task, and we can try to combine the reconstruction loss with the mean
semantic preserving error in our loss function, which can lead to better results on external tasks. We can also
compare the PR AUC of our best model with the results of other models from article [6] since this indicator is
better than the ROC AUC for evaluating the performance in tasks with imbalanced data [7; 8]. As we can see
from table 2, our best model scores the second, which proves that our approach is comparable to the existing
algorithms for solving the fraud detection task.

Table 1
The comparison of the classification metrics
Algorithm Maximum F1-score PR AUC ROC AUC
Model 1 (MSE + MSPE) 0.808 0.788 0.968
Model 3 (MSPE) 0.802 0.773 0.967
Model 2 (MSE) 0.794 0.771 0.949

Table 2

The PR AUC comparison with other algorithms

Algorithm PR AUC
Bagging 0.825
Model 1 (MSE + MSPE) 0.788
C4.5 0.745
Naive bayes 0.080
Conclusions

The paper considers an actual problem of the embedding construction by applying neural network autoen-
coder model. In particular, the new semantic preserving error function was introduced as a loss function for
autoencoder training process. Given function allows preserving semantic relations between objects in embedding
space for tabular data. However, not all properties of the resulting space were considered in details. For example,
given approach could be used while training neural networks of other type like in [9]. Mentioned possibilities and
properties remain to be explored in the future work.
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