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CHUHTE3 KBAHTOBBIX CXEM
HA OCHOBE HE TITOAHOCTbBIO OIIPEAEAEHHBIX
®OYHKLIUU U i-f-AMATPAMM PEIHTEHUN

A. A. IPUXOKHH"

1 . . .
)Eefzopyccxuu HAYUOHAIbHYILL MEeXHUYeCKULl YHugepcumen,
np. Hezasucumocmu, 65, 220013, 2. Munck, benapycw

PaccmarpuBaercs 3a1a4a CHHTE3a M ONTHMHU3AIMHN JIOTHUECKUX OOPATHMBIX W KBAHTOBBIX CXEM IO (DYHKIIHOHAIb-
HBIM OINMCAHUSIM, NPEACTaBICHHBIM JHarpaMMaMHy peleHnil. 3ajada OTHOCUTCS K KJIFOUEBBIM MpoOIeMaM, peracMbIM
B IIETIX CO3MAHUS KBAHTOBBIX KOMITBIOTEPOB M TEXHOJOTMH KBAHTOBHIX BRIYMCICHUH. [IpeamaraeTcst HOBBIM MeTO MO-
clie/1oBaTeIbHON TpaHChopMaluy UCXOAHON (QYHKIIMOHAIBHOU CreUU(HKAILMK B KBAHTOBYIO CXEMY, IIpe/lyCMaTpUBato-
LM CIIeYIOINE COCTOSIHUSI IIPOEKTa: COKPALICHHYIO YIOPSI0OYEHHYIO AnarpaMmy JBOMYHBIX PEIICHHH, if-auarpammy
peneHuil, QyHKIMOHAIBHYIO if-IuarpaMmy pelieHHi, 00paTUMyIo cXeMy, KBaHTOBYIO cxeMy. HoBH3HA MeTo/1a COCTOUT
B pacumpernu paznoxenuii [llennona u {apuo OyneBoii (yHKINH 11O OTICIEHON IEPEMEHHOM 10 Pa3IOKESHUH STOH ke
¢byHKIMYU IO ApyToi OyneBoil GpyHKINM ¢ TOITydeHnEM MIPOAYKTOB Pa3JIOKEHUs, IPEACTABICHHBIX HE TOTHOCTHIO OIIpe-
neneHHbIMHA QyHKIMsIMU. HeomnpeneneHHOCTh B MPOAYKTaX Pa3JIoNKEHHUs! PACHIUPSIET BOZMOKHOCTH 110 MUHUMH3AIINN
rpad)oBOro MpeaCcTaBICHHs 3aaHHON (QYHKIMH. BMECTO ABYX MCXOISIIIUX BETBEH BEPIIHMHBI IBOMYHOMN JHArPAMMBbI I'e-
HEpPUPYIOTCS TPU MUCXOJISIIUE BETBU BEPILIMHBI if-JHarpaMMBbl, YTO yBEIMYHMBAECT YPOBEHb Mapajiein3Ma B 00paTUMbIX
1 KBaHTOBBIX cxeMmax. J1s Kaskmoro mara Tpanc(opMaiiy IpeyIoxKeHbl CBOU MPaBUIiIa 0TOOPaKEHHsI, COKpaIafolye
YHCIIO JIMHUH W BEeHTHJICH U NIyOnHYy cxeMbl. CpaBHEHHE HOBBIX PE3YJIBTATOB C PE3yJIbTaTaMH, MOTyYCHHBIMH N3BECT-
HBIM METOZOM OTOOpPa)KEHMs BEPIIMH ABOMYHBIX AWArPaMM PEHICHUH Ha KacKaabl OOpaTUMBIX M KBAHTOBBIX BEHTHJICH,
MTOKa3aJI0, 4YTO UCIOIb30BaHHE MPEAI0KESHHOTO METO/[a MO3BOJIMT CYIIIECTBEHHO YIIyUIIUTh TapaMeTPhl CHHTE3UPYEMbIX
KBAHTOBBIX CXEM.

Kntwouegvie cnoga: odparnMoe BEIUHCICHUE; KBAHTOBAS JIOTHYECKAsi CXeMa; CHHTE3; HE TOJIHOCTBIO OINpeeIcHHAs
(byHKIMSA; pasnoxeHne GyHKINN; JHarpaMMa perIeHui; pasMep cXeMbl; TyOnHa CXeMbl; MHHIMHA3ALIHS.

SYNTHESIS OF QUANTUM CIRCUITS
BASED ON INCOMPLETELY SPECIFIED FUNCTIONS
AND if-DECISION DIAGRAMS

A. A. PRIHOZHY"®

Belarusian National Technical University, 65 Niezalieznasci Avenue, Minsk 220013, Belarus

The problem of synthesis and optimisation of logical reversible and quantum circuits from functional descriptions
represented as decision diagrams is considered. It is one of the key problems being solved with the aim of creating quan-
tum computing technology and quantum computers. A new method of stepwise transformation of the initial functional
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specification to a quantum circuit is proposed, which provides for the following project states: reduced ordered binary
decision diagram, if~decision diagram, functional if~decision diagram, reversible circuit and quantum circuit. The novelty
of the method consists in extending the Shannon and Davio expansions of a Boolean function on a single variable to the
expansions of the same Boolean function on another function with obtaining decomposition products that are represented
by incompletely defined Boolean functions. Uncertainty in the decomposition products gives remarkable opportunities for
minimising the graph representation of the specified function. Instead of two outgoing branches of the binary diagram ver-
tex, three outgoing branches of the if~diagram vertex are generated, which increase the level of parallelism in reversible and
quantum circuits. For each transformation step, appropriate mapping rules are proposed that reduce the number of lines,
gates and the depth of the reversible and quantum circuit. The comparison of new results with the results given by the
known method of mapping the vertices of binary decision diagram into cascades of reversible and quantum gates shows
a significant improvement in the quality of quantum circuits that are synthesised by the proposed method.

Keywords: reversible computation; quantum logic circuit; synthesis; incompletely specified function; expansion of
function; decision diagram; circuit size; circuit depth; minimisation.

Introduction

Nowadays, the synthesis of reversible and quantum logic circuits is an intensely investigated scientific
direction [ 1-4]. The circuits have the same number of inputs and outputs, consist of reversible gates and imple-
ment permutation functions, therefore carry out information-lossless computations and have the dramatically
reduced power consumption. The application domains of reversible computations are optical and DNA com-
puting, nanotechnologies, cryptography and quantum computers [5]. The reversible and quantum design flow
is mostly similar to the design automation flow of electronic circuits. It considers a design at abstraction levels
from technology independent behavioural (high-level) descriptions to technology dependent quantum-level
descriptions. Methods of synthesis of reversible and quantum logic circuits has been developed in [6—9]. Firstly,
areversible quantum compiler maps an input functional or algorithmic specification to a technology independent
logic description that is composed of reversible gates from a reversible gate library. Its goal is the minimisation
of the number of gates and the number of lines (qubits). Different intermediate representations and formats,
including truth tables, binary decision diagrams (BDD), reduced ordered binary decision diagrams (ROBDD),
functional decision diagrams (FDD), reduced ordered functional diagrams (ROFDD), Reed — Muller forms, etc.,
have been proposed in the literature [10—14]. At this level, exact and heuristic synthesis methods are used.
The method based on Boolean satisfiability [ 15] gives exact solutions for only small circuit sizes. To synthesise
larger functional specifications, heuristic methods as follows are proposed [6; 9; 10; 16]: transformation-based
approach, evolutionary algorithms, decision diagram based methods, etc. Secondly, the obtained reversible
logic circuit is mapped to a quantum circuit composed of technology dependent quantum gates from a quantum
elementary gate library.

The approach proposed in [12] immediately maps a ROBDD to a reversible and then a quantum circuit.
A new class of if~decision diagrams (IFD) and functional if-decision diagrams (FIFD) that is based on incom-
pletely specified Boolean functions is proposed in [17—19]. The main contribution of this paper is as follows:
1) novel expansions of incompletely and completely specified Boolean functions, which use a minimisation
operation, perform efficient transition from ROBDD to IFD, support the synthesis of three-branch-node dia-
grams with higher parallelism; 2) new step-wise method of transforming ROBDD to IFD and further trans-
forming IFD to FIFD of reduced size and (or) depth; 3) efficient rules of mapping FIFD nodes to cascades of
reversible gates and mapping FIFD to a reversible circuit; 4) new techniques for synthesis, minimisation and
parallelisation of quantum circuits from the reversible circuits.

Reversible logic circuits

A reversible circuit [1; 3] realises a reversible logic function by means of lines and reversible gates. The func-
tion is bijective since it has equal number of inputs and outputs, maps each input to a unique output, and is
capable of reconstructing the input from the output. The circuit has no fan-out and feedback connections.
The lines are labeled by Boolean variables of a set X. The reversible gate has the form of G(T , C), where

T c X is a set of target lines, and C < X is a set of control lines (C N T = ). The gate operation is applied
to the target line if the control lines meet a true condition. The target line is represented by @, and its con-
trol line is represented by e. Nowadays, some reversible gate libraries are available. The NCT library [1]
includes (fig. 1, a) the NOT gate, the CNOT gate with one control line, and the Toffoli gate with two control
lines. The GT library [6] includes generalised multiple-control Toffoli gates. The Toffoli gate maps three inputs

to three outputs: G(L, Co» Cl): (L S (CO A Cl), Co, Cl), where @ is exclusive-or; A is Boolean conjunction;
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L is input at target line; C,, C, are conditions at control lines. The CNOT gate maps two inputs to two outputs:

G(L, Co) = (L ® Cp, Cy). The NOT gate realises Boolean inversion: G(L)=(—=L). Therefore, the reversible
circuit describes a behaviour with a superposition of three Boolean operations: —, A and ©.

a b
NOT CNOT CCNOT 0 <> 1 /T 1 e
g g2®cc, e 1 (N T
e ¢ §o¢ c cl L1 T 0 fo )

Fig. 1. Reversible gates of NCT library:
a — reversible gates NOT, CNOT and CCNOT (Toffoli);
b — realisation of 1-bit full adder by cascade of gates

Quantum logic circuits

Quantum circuits carry out computations by changing states of qubits [1; 3]. The qubit state is |‘P> = OL|O> +
+ B|1>, where o and B are complex numbers such that |oc|2 + |B|2 =1. Quantum gates perform operations on

qubits. A cascade of quantum gates applied to qubits is a quantum circuit. Quantum logic gates and circuits
are reversible. Competitive quantum gate libraries are developed. The NCV library [1] is the most commonly
used for synthesis of quantum circuits. Its gates require Boolean control lines. To the NOT and CNOT gates,
the NCV adds V, CV, V" and CV ™ gates, which are known as square-root of the NOT gate:

Vzﬂ 1. ‘i,V+=ﬁl_ i‘
2 \-i 1 2 \i 1

The NCV—| v1> [3] library considers a 4-level (0, v,, 1 and v,) quantum system and uses qudits instead of qubits.
Its gates use v, as control value. Figure 2, a, depicts the key NCV and NCV—|vl> quantum gates. The NOT gate
without control, and CNOT gate controlled by 1 are similar to the corresponding gates of NCT. NCV—|v1> in-
troduces a CNOT gate controlled by v,. The gate keeps the value unchanged if ¢ # v,. There are V and V' gates

without control and with control by v,. Figure 2, b, describes the gates’ mapping functions.
Since the quantum libraries have no gate that immediately implements the Toffoli gate, they replace the gate

by a cascade of quantum gates from the NCV (fig. 3, a) or NCV- | v1> (fig. 3, b) library. A n-control Toffoli gate can
be replaced by 2 + 1 quantum gates from NCV- | v, > After the replacement, minimisation techniques can reduce
the quantum circuit size. Figure 3, ¢, depicts a minimised quantum circuit of 1-bit full adder.

a b
No Control Control
control byc=1 by c=v,
. . +
NOT- g —gifc=1 g —gifc=v, g NOT(g) V(g) Vi(g)

cnor | XD e . . . . 0 1 v v

Vi Vo v 1 0

1 0 % v,

v (©) g Vv FV(e)ife=1 g v FV(g)ife=v, ol 10

gV V(g V| Vo
C—$— c c—$— c

gV EVi(g)ife=1 g+ v* Vi (g)ife=v,

v+ g v+ —V+(g) c_‘_c c_$_c

Fig. 2. Quantum gates of NCV and NCV—|vl> libraries:
a — quantum gates NOT, CNOT, V and V™; b — operation of quantum gates in 4-level quantum system
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Fig. 3. Realisation of Toffoli two-control gate by cascades of quantum gates:
a — cascade of NCV library gates; b — cascade of NCV—|V1> library gates;
¢ — quantum circuit for 1-bit full adder

Approaches for modelling, synthesis
and optimisation of reversible and quantum circuits

Various models and methods are used for synthesis and optimisation of reversible and quantum logic circuits.

Reed — Muller expansions (Zhegalkin polynomials). The forms are based on two-level AND/EXOR and
directly mapped into reversible circuits using the multi-control Toffoli gates.

Optimisation based on exclusive-sum-of-products (ESOP). Described in the literature [11] approaches for
minimising the exclusive-or of Boolean cubes are applicable to reversible and quantum circuits.

Quantum operator form. It is a quantum extension [14] to the Reed — Muller form, which represents quan-
tum circuits based on the CNOT, CV and CV" quantum gates, and permits minimisation of circuits by using
properties of quantum gates in addition to Toffoli gates.

Binary decision diagram. It is a graph representation of a Boolean function [12; 13] based on the Shannon

expansion (1) of Boolean function f(x), x= (xl, e xn) on variable x;:
=X A foso VXA L Q8

where v is Boolean disjunction. Residual functions f, _, and f, _, are called negative and positive cofactors.

Syntactically, BDD is a rooted acyclic directed graph consisting of terminal nodes labeled by 0 and 1 and
non-terminal nodes (fig. 4, a) labeled by Boolean variables x; € X and having outgoing edges low and high.

Term bdd (xl., n, p) denotes a non-terminal node. In a reduced ordered ROBDD, the variable order is the same
along all paths from root to leaves. Rules S and 7 perform the reduction: rule S deletes non-terminal node
v =bdd (x,-, n, n) and redirects the incoming edges from v to #; rule / removes one of two identical nodes and
redirects its incoming edges to the remaining node. Figure 4, b, depicts an example ROBDD.

a b c

/

Ji=0 Jo=0® fo=

Fig. 4. Binary and functional decision diagrams: ¢ — non-terminal node of BDD;
b — example ROBDD (/-6 denote the diagram node numbers); ¢ — non-terminal node of FDD
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Functional decision diagrams. The positive and negative Davio expansions (2) and (3) of Boolean function
f (x) was a basic idea for creating the FDD:

S=Foco @5 A Sz ® £) 2)

S=For ® =5 A S0 @ fom ). (3)

Constructively FDD is similar to BDD. The non-terminal node (fig. 4, c) is labeled by x; € X, and has two
outgoing edges /ow and @, which point two sub-diagrams representing cofactors n= f, _qandb=f. _,® f, _

respectively for (2). Term fdd (xl., n, b) denotes the FDD. A ROFDD orders the variables and has exactly two
terminal nodes labeled by 0 and 1. Two rules D and / reduce the diagram: rule D deletes non-terminal node
v = fdd (xi, n, 0) and redirects the incoming edges from v to n; rule / is the same as for ROBDD. Figure 5, a, de-
picts an example ROFDD derived from the example ROBDD. The ROFDD’s nodes match well reversible gates.

2 [ 4 1 5 7 1 & I 9 |
ol TN | TN 1(\1‘17
| \f N N |
L \ /TN \ 4R \f\\f
PSRN DUREA AR RN
T Y Y T
I e
iy | | | |
N I nEE
x ‘ ‘ ‘ ‘ ‘ —— =~
| | | | | | | | |
11 | | o -

Fig. 5. Mapping BDD to reversible circuit:
a —example ROFDD that is functionally equivalent
to example ROBDD (/-9 denote the diagram node numbers);
b — realisation of ROFDD by reversible circuit (diagram node numbers are above columns)

Works [11; 12] propose a technique of synthesising a reversible circuit from ROBDD, which substitutes all
diagram nodes with cascades of reversible gates. The size of reversible circuit directly depends on the ROBDD
size. Since the ROBDD size can grow exponentially over the number of input variables, the reversible circuit size
can grow exponentially too. An alternative technique first transforms ROBDD to ROFDD, and then maps the
ROFDD to a reversible circuit. Figure 5, b, depicts a reversible circuit synthesised from the example ROFDD.

Quantum gates controlled by various quantum levels. The gates controlled by value v, that are introduced

in the NCV—| V1> library reduce the overall size of cascades that realise the multiple-control Toffoli gates [3; 6].
Template matching. 1t is a common approach to reversible and quantum circuit simplification [6]. Each

template that is a cascade of gates in a circuit is replaced by a functionally equivalent smaller cascade.

Using additional ancillaries. Sometimes extra ancillary lines leads to reducing the quantum circuit size and
depth [16].

Parallelisation of gates. In a reversible or quantum circuit, two adjacent gates G(T'1, C1) and G(T'2, C2)
can be parallelised [16] and decrease the circuit depth if (T1 L C1) N (T2 L C2)=02.

Expansions of incompletely specified functions
Let B={0,1} be the set of Boolean values. Set M ={0, 1, dc} extends B with a don’t care value dc.
A partial variable y; assumes values from M. A partial function ®(y) (also known as Kleene function)
of variable y=(y,,..., »,) is a mapping ®: M" — M. From functions ®(y) and ¥(y), a superposition
d)(yl, v Vsl lI’(y), Vitts oo yn) can be created describing a new partial function. Key unary and binary

partial operations are analogues of Boolean unary and binary operations. A partial negation ~y, (analogue of
Boolean negation —) produces 1, 0 and dc if y; is 0, 1 and dc respectively. Table 1 defines key partial binary
operations: conjunction (&), disjunction (+), implication (=) and exclusive disjunction (®). These are analogues
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of the Boolean operations A, v, — and @. For partial operations ~, & and +, the following laws hold: associativity,
commutativity, distributivity, identity, annihilator, idempotence, double negation, De Morgan’s laws and others.

Table 1
Binary partial logic operations

Variable y, 0 0 0 1 1 1 dc | dc | dc )

Variable y, 0 | 1 [de | 0 1 | de| o] 1] a]| howon
Conjunction 0 0 0 0 1 dc 0 de | dc &y,

Disjunction 0 1 dc 1 1 1 de 1 dc Y1+0

Implication 1 1 1 0 1 de | dc 1 dc V1=
Exclusive disjunction 0 1 dc 1 0 dc | dc | dc | dc »®y,

An incompletely specified function ¢ (x) of vector Boolean variable x = (xl, s xn) is a mapping @: B" — M.

Three sets represent (p(x): on-set ON?; off-set OFF? and don’t care set DC®. Three Boolean characteristic
functions describe the sets: @ (x), °™ (x) and ¢*(x). Function &(x) is an extension of @(x) if ON®* 2 ON?
and OFF* o OFF*.

Definition 1. A pair ( f (x)|d (x)) of Boolean functions is called a value/domain representation of an in-
completely specified function @ (x) if £*"(x) < ¢°"(x) U ¢*(x) denotes a value Boolean function and d(x)=
= —|(pdc(x) denotes a certainty domain Boolean function (or simply domain function). The pair specifies that
@(x)=1 in the area described by Boolean characteristic function ¢*(x)= f(x) A d(x), ¢(x)=0 in the area
described by Boolean characteristic function ¢°" (x)=—f(x) A d(x), and ¢(x)=dc in the area described by
Boolean characteristic function % (x)=—d (x).

Function (p(x) specifies constant 0, constant 1 and constant dc by terms (0|1), (1|1) and (v|0) respectively
where v is an arbitrary Boolean function. Since the partial logic operations can be applied to pairs ( f (x) | d (x)),

it becomes possible to construct expressions for describing various incompletely specified functions. It also
appears to be possible to reduce such expressions to a pair of Boolean functions that are described by Boolean
expressions.

Theorem 1. Following equalities hold for any incompletely specified functions (vl |d1) and (v2|d2).

~(wld)=(-m|d). 4)
(]dy) & (v dy) = (v Avy|dy A dy v —vy A dyv —vy A dy), (5)
(mld)) + (valdy)=(w v waldyAdyv v Adyvv, A d,y), (6)
(m]d))= (m]dy)=(w = valdi A dy v —v A dyv vy A dy), (7)
(] d)) ® (v,|dy )= (v ® vy|d) A dy). (8)

Proof. The equalities are proved in work [18, p. 65-71].

An advantage of equalities (4)—(8) is that the value function of each right part is a Boolean operation that
corresponds to the partial operation of the left part. The domain function of the right part is a Boolean function
of four essential variables v,, d,, v,, d,. Equalities (4)—(8) allow the development of expansions of incompletely
specified functions on partial logic operations. Let construct expansions on operations &, + and ~.

Theorem 2. The following equality holds for any incompletely specified function ( f |d ) and any Boolean
function c.
(f1d)=(c|1) &(f]d A c)+~(c|1) &(f|d A=c). 9)
Proof. Using (4)—(6), the right part of (9) is equivalently transformed to its left part:
(c|1) &(f|d/\ c) + ~(c|1) &(f|d/\—|c)=

Z(C/\f|d/\C\/—|C/\1V—|f/\d/\c)+(—|C/\f|d/\—|CVC/\1V—|f/\d/\—|C)=
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=(C/\f|dvﬁc)+(ﬁ0/\f|d\/c)=
=(cnfv—ocnflldv=c)a(dve)ven fa(dv—c)v—ecn fa(dvc))=
=(fldv frdncv frda—=c)=(f|d).

The theorem is proved.

Expansion (9) generalises the well-known Shannon expansion for incompletely specified functions. It re-
places a Boolean variable with an arbitrary Boolean function, and replaces cofactors on one Boolean variable
with cofactors that are incompletely specified functions.

Corollary 1. If function d is constant 1 and ( f | 1) is a completely specified function, (9) is reduced to (10):
(F11)= el (1) ~(el) (1] ~c). (1)

Expansion (10) of the completely specified function introduces terms that describe incompletely specified
functions with the same Boolean value function f'and domain functions ¢ and —c¢ reducing the area of certainty.
It is a strength of the expansion. Note that (8) does not support the development of similar expansions for ex-
clusive disjunction.

The following theorem and its corollaries allow to obtain novel expansions of an incompletely specified func-
tion whose domain function is represented by a complex Boolean expression. The expression is constructed of
such operations as Boolean negation, conjunction, disjunction, implication and exclusive disjunction. The key ex-
pansion decomposes an incompletely specified function with the if-then-else Boolean function in the domain part.

Theorem 3. The following equality holds for any Boolean functions f, e, g and h:

(f|e/\g\/—|e/\h)=(e|1>&(f|e/\g)+~(e|1)&(f|—|e/\h). (11
Proof. The right part of (11) is equivalently transformed to its left part using (4)—(6):
() &(rlen )+ ~el1) & (f]me )=
=(e/\f|e/\gv—|e/\1ve/\—|f/\g)+(—|e/\f|—|e/\hve/\1v—|e/\—|f/\h)=
:(e/\f|—|evg)+(—|e/\f|evh):
=(e/\fv—|e/\f|(—|evg)/\(evh)ve/\f/\(—|e\/g)v—|e/\f/\(evh))=
=(f|g/\h\/e/\g\/—|e/\hve/\f/\gv—|e/\f/\h):(f|e/\gvﬁe/\h).

The theorem is proved.
Corollary 2. If function g is Boolean constant 1 and the domain function is Boolean disjunction e v h
then (11) is reduced to (12):

(flevh)=(e]1) & (f|e)+ ~(e|1) & (f|—e A h). (12)
Corollary 3. If function h is Boolean constant 1 and the domain function is Boolean implication e — g =
=—eV g then (11) is reduced to (13):

(f|e—>g)=(e|1)&(f|e/\g)+~(e|1)&(f|—|e). (13)

Corollary 4. If function g = —h and the domain function is Boolean exclusive disjunction e @ h =
=eA—hv —eAhthen (11) is reduced to (14):

(fle®h)=(e|1) &(f|e A —h)+~(e|1)&(f|—e A h). (14)
Corollary 5. Incompletely specified function ( f |c) c=eAgVv—eAh that is described by (11) can be
considered as a positive cofactor of completely specified function ( f | 1) in (10). Since ~c=eAn—g Vv —e A—h,

a negative cofactor ( f |—|c) is inferred from (11) by substituting —g instead of g and substituting —h instead
of h. As a result, equality (10) can be transformed to (15):

(11)=(e[1) & [(e]1) & (flen g)+ ~(e]1) & (| e 1) |+
+ ~(c|1)&[(e|l)&(f|e/\—|g)+ ~(e|1)&(f|—|e/\—|h)]. (15)

Equalities (9)—(15) have a wonderful property: all domain functions in right part terms are conjunctions of
positive and negative literals. The property simplifies the construction of cofactors of completely and incom-
pletely specified functions.
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Expansions based on minimisation
of incompletely specified functions

In an incompletely specified function ¢ = ( f | c), Boolean function f may be replaced with any extension v
from slice (16) without changing ¢:

(fre) cvc(fve)™ (16)

Since the functions of slice (16) may obtain different features, in particular they can produce quantum
circuits of smaller time delay and (or) occupied area, the author of works [17; 18] introduced an operation
V= min( f | c) to select a best function of the slice. In (9)—(15), all incompletely specified functions represented
by a pair ( f | c) of Boolean functions may be replaced with the Boolean function min( f | c), and ( f | 1) may be

replaced with fin case all partial logical operations are replaced by corresponding Boolean operations. It should
be noted, in a single expression, several min operations can be considered as mutually dependent. It can improve
the result of incompletely specified function minimisation.

Thus, expansion (10) is transformed to the following expansion:

f:C/\min(f|c)v—|C/\min(f|—|c). (17)

Expansion (17) generalises the Shannon expansion (2) by replacing a Boolean variable x; with a Boolean func-
tion ¢, and replacing the cofactors on x; with the cofactors on ¢ and min. Expansion (15) withc=eA gv—eAh
from corollary 5 can be rewritten as follows:

f:cx\[e/\min<f|e/\g)v—|e/\min<f|—|e/\h)]v
(18)

v—|c/\[e/\min(f|e/\—|g)v—|e/\min(f|—|e/\—|h)}.

Expansion (18) has no analogue in the literature. Its special cases are expansion (19) forc=e A g:

f=cxx[min(f|e/\g)]v—|C/\[e/\min(f|e/\—|g)v—|e/\min(f|—|e)] (19)
and expansion (20) forc=e @ h:

f=0/\[e/\min(f|e/\—|h)v—|e/\min(f|—|e/\h)]v
(20)
vﬁc/\[e/\min(f|e/\h)v—|e/\min(f|—|e/\—|h)].

Equalities (17)—(20) not only select a particular value function from slice (16) for each min operation, they
rather prove to be held for any value function from slice (16) that corresponds to every incompletely specified
term. The positive and negative Davio expansions are also generalised by means of using incompletely speci-
fied functions and the min operation:

fzmin(f|—|c)@0/\(min(f|—|c)@min(f|c)), (21)
fzmin(f|c)(—B—|C/\(min(f|—|c)®min(f|c)). (22)

In expansions (17)—(22), the value function of all incompletely specified terms is f. Contrary, the domain
functions are different as well as the level of uncertainty they describe.

Most important realisations of the min operation are those reducing the number of essential variables in
cofactors. For this reason, we consider the replacement of functions e, g and /# with Boolean variables: e = x;,
g=x;and h=x,. Moreover, we introduce new cofactors: f, _, X =05 S0, 5 =10 o1, 5 =00 Si 21, 5=l fy = and
J, = —x, of function 1. The first four cofactors are constructed on Boolean conjunction and are given by residual
functions of two variables less. Cofactors f, _, and f. __, being introduced by the authors of works [18; 20]

replace variable x;, with variable x; and its negation —x; respectively, and reduce by one the number of essential
variables in function 1. If ¢ = x; A X; V —x; A x;, expansion (18) is transformed to expansion (23):

f:C/\(xl. A xi:l’x‘l_:lv—|x,./\f’_:0’xk:1)v—|c/\(x,./\ o=1x=0 Y % /\fi:O,xk:O)' (23)
If ¢ =x; A x;, expansion (19) is transformed to expansion (24):
f=C/\];i:1’xj=1V—|C/\(xi A So=1x=0V 7% /\fl:o)- (24)
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If ¢ =x; @ x,, expansion (20) is transformed to expansion (25):
(25)

Expansions (17)—(25) are capable of efficiently solving the problems of reversible and quantum circuit
modelling, synthesis and optimisation.

S=CeAfo oV CA [y

If-decision diagrams

The author of works [17—19] proposed the concept of IFD and FIFD that are derived from expansions
of incompletely specified functions. IFD is a rooted directed acyclic labeled graph consisting of non-termi-
nal and terminal nodes. Semantically a non-terminal node of the graph is interpreted as a representation of
Boolean function using (17). Figure 6, a, depicts a non-terminal node of IFD, which is not labeled and has three
outgoing edges if, high and low. Edge if points a sub-graph representing function ¢. Edge high points a sub-
graph representing function g = min ( I | c). Edge low points a sub-graph representing function 4 = min( f | —|c).
A term ifd (c, g, h) denotes the node. A labeled terminal node represents a Boolean constant 0, constant 1,

variable x; or its negation —x,. IFD can be with or without complement edges. Many reduction rules can
be applied to IFD. The S and 7 rules of reducing ROBDD are also applicable to IFD. The rules as follows

being inapplicable to BDD are new for reducing IFD: ifd(c, c, h) = ifd(c, 1, h), z'fd(c, —c, h) = ifd(c, 0, h),
ifd(c, g, c)=ifd(c, g 0), ifd(c, g, —~c)=ifd(c, g 1) and others. A biconditional binary decision diagram that
is proposed in works [18; 20] is a special case of IFD at ¢ = x,; @ x, . ; and is efficiently applicable to the syn-
thesis of reversible and quantum circuits.

a b
A S
If High Low If Low @
¢ min( f|c) min( /| c) ¢ min( f|—c) min( f|—c) ® min(f|c)

Fig. 6. Non-terminal node of IFD (a) and positive FIFD (b)

Figure 6, b, depicts a non-terminal node of positive FIFD constructed using expansion (21). The node
has three outgoing edges if, low and @, which point sub-graphs representing functions ¢, min ( f |—|c) and
min( f |—|c) @ min( f |c) respectively. Slightly different negative FIFD is constructed using expansion (22).

The non-terminal nodes of IFD and FIFD have different views. IFD and FIFD are a promising generalisation
of BDD and FDD. All BDDs and FDDs including ROBDDs and ROFDDs can be directly modelled by IFDs
and FIFDs. At the same time, tremendous number of IFD and FIFD configurations exist that are not modelled
by BDD and FDD. The configurations may allow producing quantum circuit solutions, which overcome those
provided by BDD and FDD regarding time and cost parameters. IFD and FIFD have three outgoing edges in-
stead of two in BDD and FBDD, therefore their capabilities for parallelisation are much larger [19].

Synthesis of if-decision diagrams
from binary decision diagrams

Starting from BDD or ROBDD, we ask the question, what could be a method of generating a functionally
equivalent IFD, which has better parameters? To synthesise an IFD of a smaller size and (or) depth, we have
developed a method, which intensively exploits the expansions of logic functions proposed in previous sec-
tions. Key points of the method are as follows:

1) the transition from ROBDD to IFD which reduces the diagram size and (or) depth is accomplished by the
step-wise replacement of nodes with two outgoing edges by nodes with three outgoing edges; the transition is
carried out by applying the proposed expansions of incompletely and completely specified functions, minimi-
sation operation and reduction rules;
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2) the construction of a new non-terminal ifd-node is based on the selection of two or three variables x,, x;
and x;, and a Boolean function ¢ from the set {xi A XV X A Xy X A Xy X D Xy, } including numerous

modifications of the set’s functions obtained by replacing positive literals with negative literals in various
combinations;

3) the selection of a preferable expansion and one or more sub-diagrams is carried out for the chosen ¢ func-
tion. The selection depends on the expansion properties and sub-diagram features associated with their ability
of further diagram reduction;

4) the introduction of new ifd-nodes and applying the selected expansion to selected sub-diagrams give
a new intermediate IFD;

5) the application of reduction rules to the current IFD gives a next-step IFD of decreased size and depth;

6) the diagram step-wise transformation is over if no expansion and sub-diagram have been found improving
the IFD parameters.

Let demonstrate how the technique works on the example ROBDD depicted in fig. 4, b, which is imme-
diately transformed to a non-reduced initial IFD depicted in fig. 7, a.

Fig. 7. Transforming example ROBDD to IFD:
a — initial IFD (/-5 denote the diagram node numbers);
b — intermediate IFD (/-3 denote the diagram node numbers; z is a function associated with the node);
¢ — minimised IFD (/-3 denote the diagram node numbers; dash line denotes complement edge)

First observe that the sub-diagram consisting of non-terminal nodes 2 and 4 (node numbering in fig. 4, b)
can be represented by a term ¢, = ifd (xz, ifd (xl, ls» 16), ifd (xl, L, ¢, )), where ¢, and ¢, are sub-diagrams on
nodes 2 and 6 respectively. Let construct function ¢ = —x, A x, that selects constant 1 in the term and re-
writes (24) to (26):

f=0/\j§2:0’xl:1vﬁC/\(—|x2/\ =0, x=0 VX2 A XZZI). (26)

Expansion (26) allows grouping identical nodes in such a way that the IFD is reduced significantly.
Its application to ¢, gives ifd (ifd (xz, 0, xl), 1, ifd (xz, ifd (xl, t6» t6), t )), which can be reduced to IFD, =
zifd(ifd(XZ, 0, xl), 1, t6) using the S reduction rule twice. Similarly, the sub-diagram consisting of
non-terminal nodes 3 and 5 is represented as #; = ifd (xz, 0, ifd (xl, l, 0)) Applying expansion (26) to t
gives ifd (ifd(xz, 0, xl), tg, ifd (xz, ifd (xl, 0, O), 0)), which is reduced by the S reduction rule to IFD; =
= ifd (ifd (x,, 0, x,), £, 0).

Merging the initial IFD root with IFD, and IFD; yields an intermediate IFD depicted in fig. 7, b. Its size is 4

non-terminal nodes, one less against the IFD shown in fig. 7, a. Since the outgoing if~edges of nodes 7, 2 and 3
point two variables x; and z, and the high-edge of node 2 and the /low-edge of node 3 point the same variable x,,

it is reasonable to apply expansion (25) to the IFD using ¢ =z @ x;. Term ifd <—|Z, ifd (Z, Xo» O), ifd (z, L, x, ))
describes the cofactor f3=ﬁz. It can be reduced to ifd(ﬁz, 0, 1) =z Term ifd(z, z'fd(z, Xo» 0), ifd(z, 1, xo)) de-
scribes the cofactor f, _.. It can be reduced to ifd (z, Xo» xo) = x,. Merging the diagrams that represent function

¢ =z ® x;, cofactor f, __. and cofactor f, _. gives the final optimised IFD depicted in fig. 7, c. The diagram
size is 3 non-terminal nodes, 2 nodes less than the size of the initial IFD shown in fig. 7, a.
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Mapping if-decision diagrams to reversible circuits

The technique of mapping IFD to a reversible circuit works in two steps: 1) mapping the IFD to a FIFD;
2) mapping FIFD to a reversible circuit. Observing the IFDs depicted in fig. 7, we recognise five types of node.
Table 2 presents rules of mapping each node of IFD to corresponding one or two nodes of FIFD.
Table 2

Rules of mapping IFD nodes to FIFD nodes and further to reversible gates

No. Function Term IFD node Equivalent FIFD nodes Reversible gates

I |f=cAngv—cAh ifd(c,g,h)

>
e

o
0Q
S

2 f=c®g ifd(c, ~g, g)

f Cc C
3| feerg | (e g0) A /éf\ O§f
g g
£ 5 . .
4 fe—cnh ifd (c, 0, h) /T\ ﬁ’\ . %f
C)/ h h

9
0Q <---
]
o
0Q

¢ 0 h 0 h
A A c c
| o A A ¥
\\\ 1 —h
c 1 h ¢ h h
a b
N N N N
i \ \ \ T
Ve UE I R N
AL | | | |
0. \ N4 |
| \u;ﬁv |
\ \ \ \ \
SO PSS
— 7

Fig. 8. Transforming optimised IFD to FIFD and then to reversible circuit:
a — FIFD functionally equivalent to optimised IFD (/-4 denote the diagram node numbers);
b — reversible circuit realising the FIFD (diagram node numbers are above columns)
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For each IFD-node type, table 2 describes the corresponding Boolean function, term, graphical view
of the node, corresponding FIFD nodes, and reversible gates, which implement the nodes. The IFD nodes
realise the functions as follows: c A gv —c A h, c @ g, c A g —c A handc v h. Let apply the rules to
the optimised IFD shown in fig. 7, ¢. Figure 8, a, depicts the functionally equivalent FIFD. To estimate the
efficiency of the proposed transformation technique, we apply the rules to the IFD from fig. 7, a, and ob-
tain the immediate FIFD (fig. 9, a). While the FIFD has the size of 7 non-terminal nodes and the depth of
4 nodes, the optimised FIFD has the size of 4 non-terminal nodes and the depth of 3 nodes. Mapping the
FIFD nodes to reversible gates yields for optimised and immediate FIFDs the reversible circuits depicted
in fig. 8, b, and 9, b, respectively.

a b

| | 4 s 7 02 3 61
0 LT \ \/T\\‘\ \ \ L _

| | | | | | | | | |
\l/TmKlJC) ——(p7
i ShE T A AR S
e

| | | | | | | | | |
AN VAT T
N -
0- \ \ \ \ \ \ L/ |

I I I I I I I \U\\/\I\

| | | | | | | | | |
x}i f f f f f f f f -

Fig. 9. Transforming immediate IFD to FIFD and then to reversible circuit:
a — FIFD that is functionally equivalent to immediate IFD (/-7 denote the diagram node numbers);
b —reversible circuit realising the FIFD (diagram node numbers are above columns)

The comparison of three reversible circuits shows the efficiency of the proposed synthesis — transfor-
mation — optimisation technique. The circuit from fig. 5, b, synthesised from the ROFDD (see fig. 5, a)
consists of 8 reversible gates, has the depth of 8 and uses 3 ancillary lines. The circuit from fig. 9, b, syn-
thesised from the direct FIFD (see fig. 9, a) has the worsen parameters since it consists of 10 reversible
gates, has the depth of 10 and uses 4 ancillary lines. The optimised circuit (see fig. 8, b) derived from
FIFD has much better parameters since it consists of 5 reversible gates, has the depth of 5 gates and uses
only 1 ancillary line.

Synthesis of quantum logic circuits
from reversible circuits

The synthesis technique and parameters of quantum logic circuits essentially depend on the quantum li-
brary. Since NCV—|V]> is a library that allows the generation of good quality quantum circuits [3], we have

developed a technique of mapping the reversible gates of NCT library to quantum gates of NCV—|vl> library,
which consists of the following steps:

1) replacing all two-control Toffoli reversible gates with the cascade of quantum gates that is depicted in
fig. 3, b; the procedure reduces the critical path of quantum circuit;

2) reducing the obtained circuit size by annihilating consequent V' and V gates and deleting gates for unes-
sential line outputs;

3) parallelising the execution of quantum gates and reducing the circuit depth.

The procedure searches for such assignment of the V and V™ gates to lines, which gives the lowest size and
depth of resulting circuit. It has been applied to three reversible circuits shown in fig. 8, b, fig. 5, b, and fig. 9, b.
Table 3 and fig. 10 show that the quantum circuit that is synthesised from the optimised IFD (see fig. 8, b) has
the lowest size of 9 gates and the lowest depth of 8. The circuit synthesised from the ROBDD has a higher size
of 16 gates and a higher depth of 11. The circuit synthesised from the direct IFD has a worst size of 21 gates
and a worst depth of 17. The final and initial figures for the size and depth (see table 3) show that the size re-
duction of 4, 12 and 9 gates and the depth reduction of 1, 5 and 4 are obtained by the technique when applied
to the optimised IFD, ROBDD and immediate IFD respectively.
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Table 3
Comparison of synthesised reduced parallelised quantum circuits
o NOT | CNOT + + Size Depth Ancillary
Circuit gates gates V gates | CV gates | V" gates | CV" gates (initial) (initial) lines
Optimised [FD 1 4 2 2 — — 9 (13) 8(9) 1
ROBDD 0 8 3 4 0 1 16 (28) 11 (16) 3
Immediate IFD 1 9 4 5 1 21 (30) 17 (21) 4
a
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Fig. 10. Quantum circuits synthesised from optimised IFD (a) and ROBDD (b).
Numbers of columns indicate parallelisation steps

Conclusion

The problem of modelling, synthesis and optimisation of digital reversible and quantum circuits has been
considered. All quantum circuits are reversible, therefore the first step in the quantum circuit synthesis process
is the optimisation of reversible circuits with further mapping to quantum circuits. Although several models
and methods have been developed for synthesis of reversible and quantum circuits (Reed — Muller forms or
Zhegalkin polynomials, quantum operator forms, BDD, FDD and others), the problem of minimising the cir-
cuit size and depth is still open and requires further scientific research.

It is assumed in the literature that the ROBDD that is derived from the Shannon expansion with applying re-
duction rules is a most compact representation of Boolean functions. The promising extension of ROBDD is IFD,
which is based on decomposition of incompletely specified functions and is capable of increasing the parallelisa-
tion potential of diagrams. This paper has obtained theoretical results which show that the IFD can provide graph
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representations that have lower size and depth against ROBDD. To synthesise IFDs with such properties, novel
expansions of completely and incompletely specified Boolean functions that are based on the minimisation
operation have been proposed in the paper. They allow for a particular diagram to find reconstructions that lead
to reduction of the resulting diagram size and depth.

To synthesise a reversible circuit, the rules of transforming IFD to FIFD, which intensively use exclusive-or
operations and extend the known functional binary decision diagrams have been proposed. New expansions
of incompletely specified functions that extend the positive and negative Davio expansions of Boolean func-
tions lie in the basis of constructing and generating FIFD. The FIFD is a source of generating a reversible circuit
of smaller size by means of mapping diagram nodes to cascades of reversible gates. The technique of synthe-
sising and optimising a quantum circuit from the generated reversible circuit has been developed in the paper.
The optimisation aims at the reduction of quantum gate count after replacing Toffoli gates with cascades of
quantum gates. It takes into account unessential output variables and carries out the reduction of the quantum
circuit depth due to parallelisation. All stages of transforming ROBDD through IFD to a quantum circuit are
illustrated by an example, which has shown the advantages of the obtained theoretical results.
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