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We present a comprehensive study of the linear response of interacting underdamped Brownian
particles to simple shear flow. We collect six different routes for computing the response, two of
which are based on the symmetry of the considered system and observable with respect to the shear
axes. We include the extension of the Green-Kubo relation to underdamped cases, which shows
two unexpected additional terms. These six computational methods are applied to investigate
the relaxation of the response towards the steady state for different observables, where interesting
effects due to interactions and a finite particle mass are observed. Moreover, we compare the
different response relations in terms of their statistical efficiency, identifying their relative demand
on experimental measurement time or computational resources in computer simulations. Finally,
several measures of breakdown of linear response theory for larger shear rates are discussed.
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I. INTRODUCTION

Brownian motion plays a key role in dynamics of mi-
croparticles and living microorganisms, and fundamental
research of Brownian systems is of high importance for
practical applications in physics, biology, and medicine.

A natural way to understand any physical system, in-
cluding a Brownian one, is to study its response to ex-
ternal perturbations. A small perturbation, where the
response is linear in perturbation forces, already allows
to draw important conclusions [1]. As a better alternative
to the direct measurement of the linear response, linear
response theory can be used, which allows to predict the
response via two-point correlation functions of the unper-
turbed system [1]. This direct correspondence between
the response and unperturbed fluctuations is known as
the fluctuation-dissipation-theorem (FDT) [1, 2]. Start-
ing from the famous Sutherland-Einstein-Smoluchowski
relation [1–5], a big progress in linear response theory has
been made, mostly regarding generalization of FDT to
various systems and perturbations [1, 2, 6–12]. In recent
years, the focus has been moving towards the response of
nonequilibrium systems [13–34].

Yet linear response theory for equilibrium Brownian
systems is still far from being understood comprehen-
sively. Although it is known that one can use different
response formulas to compute a certain response for a
particular scenario [2, 14, 23, 29, 32, 35], the compar-
ison of the formulas (e.g., in terms of their statistical
efficiency) was only very recently performed [29, 32, 35].
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Such a comparison can help choosing the best formula
for a particular case, in order to minimize computational
resources or experimental measurement time. Another
important aspect, which has not been studied in detail,
concerns the role of system properties in response com-
putations. For example, certain symmetries of the con-
sidered system allow to compute the response via alter-
native ways [29, 32, 35]. One more fact is that under-
damped Brownian particles have been investigated much
less frequently than overdamped ones, because the lat-
ter model is more simple yet widely applicable in many
practical cases. Even if the particle inertia is formally
considered [19, 26, 32, 35–39], typically, little attention
is paid to its effect on the system response. On the other
hand, it was proven that inertial effects play an impor-
tant role at short time scales [40–45]. In that respect,
the relaxation dynamics of a perturbed system towards
the steady state is expected to be very sensitive to the
particle mass.

In this work, we address the three aforementioned as-
pects in linear response theory of Brownian motion. As
for the perturbation, we consider simple shear flow, an
important paradigmatic force driving the system out of
equilibrium [21–23, 26, 29, 32, 35–39, 46–57]. Based on
the approaches of Refs. [29, 32, 35], we demonstrate in
detail how the response to shear can be equivalently re-
placed by the response to a potential, thanks to certain
symmetries (Sec. III). In Sec. IV, we collect six different
routes for obtaining the linear response, including a new
Green-Kubo relation for underdamped Brownian parti-
cles. These six methods are demonstrated in a concrete
example of underdamped interacting particles, where in-
teresting relaxation effects due to the particle inertia are
discussed and the four response relations are analyzed in
detail in terms of their statistical efficiency (Sec. V). Fi-
nally, some aspects regarding the difference between the
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FIG. 1. Schematic illustration of the considered system:
Brownian particles (with a finite mass m) perturbed by simple
shear flow with the velocity profile V(r) = γ̇(y, 0, 0)T (γ̇ > 0
is the shear rate).

linear and nonlinear responses are investigated (Sec. VI).

II. SYSTEM

We consider a system of N interacting spherical Brow-
nian particles, each with mass m and mobility µ, subject
to external potential forces. Hydrodynamic effects are
neglected. Notably, the chosen minimal model was found
to predict the behavior of real Brownian systems both
qualitatively and quantitatively [40, 41, 43, 46, 58, 59].
At time t = 0, the system is assumed to be in equilib-
rium. For time t > 0, it is perturbed by a simple shear
flow with the velocity profile V(r) = κ · r, with the shear
rate tensor κ = γ̇x̂ ⊗ ŷ (where γ̇, x̂, ŷ, and ⊗ are the
shear rate, the unit vectors, and the tensor product, re-
spectively). Experimentally, such a flow can be realized
in various ways, e.g., in a Couette device composed of two
coaxial cylinders [47, 48], in a sliding plate [49] or cone-
plate [46] rheometer, or in a microfluidic device with two
counter flows [50]. The dynamics of particle i is given by
the Langevin equation for the velocity vi and the position
ri:

mv̇i =
1

µ
κ · ri −

1

µ
vi + Fint

i + Fext
i + fi, ṙi = vi, (1)

where fi is a Gaussian white noise,

〈fi(t)〉 = 0, 〈fi(t)⊗ fj(t
′)〉 =

2kBT

µ
Iδijδ(t− t′), (2)

with kB, T , and I being the Boltzmann’s constant, the
temperature, and the identity matrix, respectively. 〈· · · 〉
indicates average over the independent noise realizations.
Interaction and external forces arise from the corre-
sponding potentials: Fint

i = −∇iU
int for internal (in-

teraction) forces (where U int is assumed to be radial),
Fext
i = −∇iU

ext for external forces. A schematic illus-
tration of the system is given in Fig. 1.

III. THE ROLE OF SYMMETRIES: RESPONSE
TO SHEAR VIA THE RESPONSE TO A

POTENTIAL

The response of an observable A(t) is defined as

∆A(γ̇) ≡ 〈A(t)〉(γ̇) − 〈A〉 (t ≥ 0), where the first and the
second term on the right-hand side are the averages in
the sheared and equilibrium system, respectively. Since
we are interested in the linear response, we consider only
the term in ∆A(γ̇) which is linear in γ̇. In this section, we
review the approach presented in Ref. [35] to show that
the linear response to shear is equivalent to the linear
response to a potential if certain symmetry conditions
are satisfied. The results of Ref. [35] are complemented
by new insights regarding these conditions: We illustra-
tively demonstrate them based on the effect of system
rotation and on the symmetry of equilibrium correlation
functions.

A. From the response to shear to the response to a
potential

Alongside with the shear perturbation force

Fptb
i =

1

µ
κ · ri =

γ̇

µ
(yi, 0, 0)

T
, (3)

consider a partner force [32, 35, 60]

Gptb
i =

1

2µ

(
κT − κ

)
· ri =

γ̇

2µ
(−yi, xi, 0)

T
, (4)

representing the half of the difference between shear flows

in the y and x directions. Although both Fptb
i and Gptb

i
are nonconservative forces, adding them together leads

to a potential, Fptb
i + Gptb

i = −∇iU
ptb, where [32, 35]

Uptb = − γ̇

2µ

N∑
i=1

xiyi. (5)

According to the superposition principle of the linear re-
sponse, we get

∆A(γ̇) + ∆A
∣∣
Gptb = ∆A

∣∣
Uptb , (6)

where ∆A(γ̇) = ∆A
∣∣
Fptb , and ∆A

∣∣
Uptb is the linear re-

sponse to Uptb in Eq. (5).
The main idea of Ref. [35] is the following: If certain

symmetry conditions are satisfied, then ∆A
∣∣
Gptb = 0,

and hence,

∆A(γ̇) = ∆A
∣∣
Uptb , (7)

i.e., the response to shear is equivalent to the response to
the potential in Eq. (5). This leads to the relation given
in Eq. (17) below.

We note that the same idea can also be applied if the
unperturbed system is out of equilibrium, as shown in
Ref. [29] for active Brownian particles.
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B. Symmetries

What are those symmetry conditions? This question
can be answered using either of the following two facts.

The first fact is that Gptb
i is orthogonal to the particle

radius vector,

Gptb
i · ri = 0, (8)

which means that Gptb
i is a rotation force. Because of

its construction, it lies in the plane perpendicular to the
z axis [60]. As a result, in the linear order, the overall

effect of Gptb
i is rotation of the system around the z axis.

The second fact is that the linear response to Gptb
i is

given by an equilibrium correlation function of an observ-
able A with a quantity which is antisymmetric under the
interchange xi ↔ yi, vix ↔ viy (this notation implies the
interchange for all particles) [35, 61, 62]:

∆A
∣∣
Gptb =

1

kBT

∫ t

0

dt′

〈
A(t)

N∑
i=1

Gptb
i (t′) · vi(t′)

〉

=
γ̇

2kBTµ

∫ t

0

dt′

〈
A(t)

N∑
i=1

[xi(t
′)viy(t′)− yi(t′)vix(t′)]

〉
.

(9)

Derivation of this formula is given in Appendix A. Note
that the first line in Eq. (9) tells that the linear re-
sponse is determined by how much A is coupled to the

work
∫ t

0
dt′
∑N
i=1 G

ptb
i (t′) · vi(t′) done by Gptb

i on the
system [32, 35].

Let us now introduce xy symmetry. Generally, we
call any function of the phase space xy symmetric if
this function remains unchanged under the interchange
xi ↔ yi, vix ↔ viy. A system is called xy symmetric if
its distribution function is xy symmetric. For an equilib-
rium system, this is equivalent to saying that U int and
U ext are xy symmetric.

Consider that the unperturbed system is xy symmet-
ric. An example is Brownian spheres subject to gravity
(acting along the z axis) and confined in a cubic box
whose center lies on the z axis. Another example is a
spherically symmetric system, i.e., U int depends only on
interparticle distances and U ext is a function of |ri|. All
examples studied explicitly in this paper are spherically
symmetric.

It is clear from physical grounds that a slow rotation
of an xy-symmetric system around the z axis does not
change an xy-symmetric observable if this observable de-
pends only on particle positions. This argument is not so
evident if A contains velocities, but it still holds thanks to
the symmetry properties of equilibrium correlation func-
tions. An equilibrium correlation function computed for
an xy-symmetric system is also xy symmetric (see Ap-
pendix B). This means that

〈A(t)xi(t
′)viy(t′)〉 =

〈
Ã(t)yi(t

′)vix(t′)
〉
, (10)

where Ã is obtained from A by the interchange xi ↔
yi, vix ↔ viy. If A is xy symmetric, then Ã = A, and
hence ∆A

∣∣
Gptb = 0 according to Eqs. (9) and (10).

The above discussions allow us to repeat: For xy-
symmetric systems and observables, ∆A

∣∣
Gptb = 0, and

Eqs. (7) and (17) follow. This statement generalizes a
known consideration that an antisymmetric part of the

strain tensor (from which Gptb
i stems) drops out in the

linear response for isotropic systems and spatial observ-
ables [63].

We note that, if the system is xy symmetric, many
of the observables which have a finite linear response
are also xy symmetric: for example, such observables

are
∑N
i=1 xiyi,

∑N
i=1 vixviy, or the xy component of the

stress tensor defined in Eq. (15). There are however ob-
servables, which show a linear response, but for which
Eq. (7) fails. These couple positions and velocities, e.g.,∑N
i=1 xiviy (see Fig. 3).

IV. COLLECTION OF (SIX) WAYS TO
COMPUTE THE LINEAR RESPONSE

In this section, we show that the linear response of
Brownian particles to shear flow can be computed in at
least six different ways: perturbing the system directly
by shear or alternatively by the shear potential, or using
one of the four response relations [Eqs. (12), (13), (14),
and (17)]. Notably, Eq. (14) has not been given in the
literature.

A. Perturbing the system

The direct way to compute ∆A(γ̇) is to apply shear.
Alternatively, according to Eq. (7), one can perturb the
system by the shear potential (5) if the system and A are
xy symmetric.

B. Computing equilibrium correlation functions:
Linear response formulas

Linear response theory gives the response in terms of
equilibrium correlation functions. Perturbing the system
by a time independent potential Uptb switched on at time
t = 0, one has, what we call in the following, the equilib-
rium FDT [18, 19, 61]

∆A = − 1

kBT

[
〈AUptb〉 − 〈A(t)Uptb(0)〉

]
. (11)

Formula (11) follows immediately from Eq. (9), when re-

placing Gptb
i with −∇iU

ptb. Since the shear perturba-
tion is a nonconservative one (i.e., the force in Eq. (3)
does not arise from a potential), the corresponding re-
sponse relation cannot, in general, be given by the equi-
librium FDT [2, 10, 12, 35]. Therefore, various forms of
that relation are used in the literature.
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One of those forms was already introduced in Eq. (9),
stating that the linear response is related to the work
done by the perturbation force on the system [35, 61, 62].

In case of shear, we get [by replacing Gptb
i in Eq. (9) with

Fptb
i given in Eq. (3), see also Appendix A]

∆A(γ̇) =
γ̇

kBTµ

∫ t

0

dt′

〈
A(t)

N∑
i=1

yi(t
′)vix(t′)

〉
. (12)

Another response relation involves the random force fix,

∆A(γ̇) =
γ̇

2kBT

∫ t

0

dt′

〈
A(t)

N∑
i=1

yi(t
′)fix(t′)

〉
. (13)

Equation (13) can be derived using a path integral repre-
sentation of the dynamics [14, 32]. It also follows from the
response formula in terms of the Malliavin weight [26].
Notably, the stochastic integrals in Eqs. (12) and (13) are
independent of the convention for the stochastic calculus
(i.e., Ito versus Stratonovich) [32, 64–66], because noise
for different spatial directions is uncoupled.

The linear response can also be computed using the un-
derdamped Green-Kubo relation (see derivations in Ap-
pendices A and C) [32],

∆A(γ̇) =
γ̇

kBT

∫ t

0

dt′ 〈A(t′)σxy(0)〉

+
γ̇m

kBT

[〈
A

N∑
i=1

yivix

〉
−

〈
A(t)

N∑
i=1

yi(0)vix(0)

〉]
,

(14)

where [12]

σxy = −
N∑
i=1

[
mvixviy +

(
F int
ix + F ext

ix

)
yi
]

(15)

is the xy component of the stress tensor (generalized
to include external forces). Note that, in case of cen-
tral forces, it is xy symmetric. To our knowledge, for-
mula (14) has not been previously derived, and only spe-
cial cases were known [67]. A formula of the same struc-
ture but for a potential perturbation has been derived in
Ref. [19]. The last two terms in Eq. (14) (i.e., the terms
without integral) are unexpected, but indeed turn out to
be required in the numerical examples provided below.
They are absent when considering the overdamped limit
given by the famous Green-Kubo relation [51, 60, 68, 69]:

∆A(γ̇) =
γ̇

kBT

∫ t

0

dt′ 〈A(t′)σxy(0)〉 , (16)

where σxy is given by Eq. (15) without the term contain-
ing velocities.

For formulas (12), (13), and (14), we note that each
of them directly follows from the two others, because
the quantities they involve are related by the equation of
motion (1).

FIG. 2. Interacting Brownian particles (with a finite mass
m) confined in a harmonic potential and perturbed by simple
shear flow in two space dimensions.

Finally, if the system and A are xy symmetric, Eq. (7)
holds, and the response is given by the equilibrium
FDT [35]

∆A(γ̇) =
γ̇

2kBTµ

[〈
A

N∑
i=1

xiyi

〉
−

〈
A(t)

N∑
i=1

xi(0)yi(0)

〉]
,

(17)
obtained by inserting the shear potential (5) into
Eq. (11), and also derived in Appendix A. We refer to
formula (17) as sFDT (shear FDT or FDT for shear).

Response relations (12) and (13) are general, in a sense
that they are the same for the underdamped and over-
damped cases [in contrast to Eqs. (14) and (16)] and
that they have no symmetry restrictions [in contrast to
Eq. (17)]. Compared to Eqs. (14), (16), and (17), they
however require the instantaneous stochastic velocity vix
[Eq. (12)] or the stochastic force fix [Eq. (13))] as an
input. These quantities are typically hard to measure
in experiments of Brownian systems. For xy symmet-
ric systems and observables, the response relation (17)
is advantageous because it contains no time integral and
requires measurement of simple quantities. Further com-
parison of the response relations is given in Sec V, where
they are demonstrated in a concrete example.

V. INVESTIGATION OF THE LINEAR
RESPONSE AND COMPARISON OF THE

RESPONSE RELATIONS

A. Setup and simulation parameters

As a specific example, we study the response to shear of
a two-dimensional system of interacting Brownian parti-
cles confined in a harmonic potential (see Fig. 2). A simi-
lar scenario was studied in Ref. [35]; here, we extend that
study by (i) considering underdamped dynamics and (ii)
computing the response using Eqs. (7), (12), and (13).

The particles interact via a screened Coulomb poten-
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FIG. 3. Main plots show the directly computed linear response as a function of time after start of shear for the system
depicted in Fig. 2. Four different observables are considered. For each observable, the results for three different masses are
shown; for A =

∑N
i=1 xiyi, the overdamped (m = 0) response is also plotted. The inset plots compare the linear response for

m = 0.4 computed via the six ways introduced in Sec. IV: (i) directly perturbing by shear (the same as in the main plots, labeled
“Direct”); (ii) perturbing by the shear potential (5) [labeled “Potential”]; (iii – vi) using linear response formulas (12), (13), (14),
and (17) [labeled “Work formula”, “RF (random force) formula”, “Green-Kubo”, and “sFDT”, respectively]. Parameters:
N = 10, γ̇ = 0.01, and C = 108.

tial

U int =
J

2

N∑
i=1

N∑
j=1(j 6=i)

1

rij
e−

rij

rint , (18)

where rij ≡ |ri − rj |, J , and rint are the interparticle
distance, interaction strength, and interaction range, re-
spectively. The external harmonic potential confining the
particles reads

U ext =
k

2

N∑
i=1

|ri|2. (19)

For N = 1, i.e., a single particle, we provide the analyt-
ical solution in Appendix D, complementing the results
of Refs. [36–39] with the transient response. For N > 1
particles, we evaluate the methods numerically, where
we set kBT = rint = µ = 1, J = 25, and k = 10; N , m,
γ̇, and the number C of the independent noise realiza-
tions are varied between measurements. The dynamics

is simulated using the Euler method with the time step
∆t = 5× 10−4 (note that in Figs. 4(a), 4(b), and 7 only
every fourth time point is plotted).

B. Transient response

First, we study how the response of the system to shear
depends on time. Interactions and a finite inertia give rise
to interesting relaxation effects, as shown in Fig. 3. We

consider observables A =
∑N
i=1 xiyi, A =

∑N
i=1 vixviy,

A =
∑N
i=1 xiviy, and A =

∑N
i=1 yivix, where the first two

are xy symmetric, while the latter two are not. The shear
rate γ̇ = 0.01 is chosen to be sufficiently small compared
to other system parameters, such that the regime linear
in γ̇ applies.

The response for A =
∑N
i=1 xiyi is given in Fig. 3(a).

This quantity characterizes the morphology of the sys-
tem: When shear is applied, the spatial distribution of
the particles changes from circular to ellipsoidal (where
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principal axes of the ellipse are rotated with respect to
the coordinate system), such that A becomes positive
on average [35–39]. For overdamped particles, there is
a simple monotonic relaxation towards the steady state,
as was observed in Ref. [35]. The situation is different
if the particles have a finite mass, where oscillations ap-
pear. These oscillations become more pronounced as the
mass increases: They have a larger amplitude, as well as
a longer period and relaxation time. It is worth noticing
that such an interacting system behaves qualitatively dif-
ferent compared to a single-particle case [see Fig. 6(a)].
While the response of the former exceeds the steady-state
result during oscillations, the response of the latter does
not (here, the maxima of oscillations lie exactly on the
steady-state result). The difference may be attributed to
elastic energy stored in particle interactions, which leads
to stronger oscillations.

Figure 3(b) shows the response for A =
∑N
i=1 vixviy.

Here, the period of oscillations and the relaxation time
increase with the mass, but the amplitude decreases.
The response approaches zero for large times, as was
also observed for a single particle (see Fig. 6(b) and
Refs. [37, 39]). However, the transient response can be
positive for a many-particle system, whereas it is al-
ways below or equals zero for a single particle [compare
Figs. 3(b) and 6(b)].

The responses for A =
∑N
i=1 xiviy and A =

∑N
i=1 yivix

are shown in Figs. 3(c) and 3(d), respectively. The for-
mer is negative, while the latter is positive, and their
steady-state values are related by a minus sign. How-
ever, this is not true for all times, as can be clearly seen
from the peaks for m = 0.1 and m = 0.4, as well as from
the behavior at t = 0 (the curves have zero derivatives for

A =
∑N
i=1 xiviy, but finite ones for A =

∑N
i=1 yivix). The

reason for the difference originates in the different roles
played by the velocity (viz. x) and the gradient (viz. y) di-
rection. Also for these observables, one can identify qual-
itative differences compared to single-particle responses
[see Figs. 6(c) and 6(d)]: For example, the curve for
m = 0.1 in Fig. 3(c) goes below the steady-state result
as the response develops in time, which is not observed
for the curves in Fig. 6(c).

It is interesting that the steady-state linear response
does not depend on the mass, as can be seen in Fig. 3.
In general, the mass dependence is expected even for spa-

tial observables like A =
∑N
i=1 xiyi, because shear drives

the system out of equilibrium leading to the coupling be-
tween spatial and velocity distributions. However, this
effect appears only in a nonlinear order, as shown in

Sec. VI. We further note that, for A =
∑N
i=1 xiyi and

A =
∑N
i=1 vixviy, the mass independence is an exact and

direct consequence from sFDT (17): In the steady-state
limit, the last term in Eq. (17) vanishes; the first one,
being an equilibrium average, does not depend on the
mass if A contains only particle positions, and vanishes

if A =
∑N
i=1 vixviy [confirming the zero result for large

times in Fig. 3(b)]. This demonstrates another advan-

tage of sFDT (17) compared to other response relations:
Thanks to its simple structure, sFDT allows to make im-
portant statements without computations.

The inset plots of Fig. 3 show the response for m = 0.4
computed via the six ways introduced in Sec. IV. For

A =
∑N
i=1 xiyi and A =

∑N
i=1 vixviy all the ways agree;

this demonstrates their validity. For A =
∑N
i=1 xiviy and

A =
∑N
i=1 yivix, the response to the shear potential (5)

and the response computed using sFDT (17) disagree
from the other ways, as expected for not xy-symmetric
observables.

C. Standard deviation

Our next investigation concerns the standard deviation
(SD) of linear response relations. According to the cen-
tral limit theorem, an average has a statistical error σ√

C
,

where σ (not to be confused with the stress tensor σxy) is
SD of the underlying distribution, and C is the number
of independent measurements. A larger σ hence requires
a larger C (and thus more computational resources) to
obtain a given accuracy.

The response formulas introduced in Sec. IV, where the
averaged quantity B is different, give the same average,
or mean, value of B. For example, in formula (12), B =
γ̇

kBTµ

∫ t
0
dt′A(t)

∑N
i=1 yi(t

′)vix(t′), while in formula (17),

B = γ̇
2kBTµ

[
A
∑N
i=1 xiyi −A(t)

∑N
i=1 xi(0)yi(0)

]
. How-

ever, SD, defined as σ =

√
〈B2〉 − 〈B〉2, is, in general,

different for different formulas, as we demonstrate below.
Therefore, the practical usage of each formula is based
not only on the quantity B which has to be measured,
but also on SD of the formula. Since SD tells us about
the statistical efficiency of the computed average, it is a
crucial property of linear response formulas: The smaller
σ, the more efficient the formula.

In Ref. [35], we computed SD for formulas (16) and (17)
using overdamped Brownian particles. Here, we compute
SD using the underdamped system depicted in Fig. 2,
consider more response relations, and study the tran-
sient regime. The results are given in Fig. 4, with

A =
∑N
i=1 xiyi.

Figure 4(a) shows the transient linear response to
shear for N = 16 particles computed using formu-
las (12), (13), (14), and (17). As expected, all four curves
agree and relax to a definite stationary value. In contrast,
the corresponding SD, plotted in Fig. 4(b), is different for
each formula. For sFDT, SD converges to a steady-state
value, while it diverges with t for the other formulas. For
a single overdamped particle, we obtained a divergence
with

√
t analytically (see Appendix E), and the numer-

ical data in Fig. 4(b) also suggest such law for the case
of N > 1. When N > 1, this divergence is also analyti-
cally suggested, and it is attributed to the fact that SD
of these formulas involves double integration over time.
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FIG. 4. Panels (a) and (b) show the linear response (mean) and its standard deviation (SD) as functions of time for the
system depicted in Fig. 2 with N = 16 particles, computed using linear response formulas (12), (13), (14), and (17) [labeled
“Work formula”, “RF (random force) formula”, “Green-Kubo”, and “sFDT”, respectively]. Panels (c), (d), and (e) show the
dependence of the stationary linear response (mean), its SD, and the relative SD (SD divided by the mean) on N , also computed

with the four formulas. Straight lines correspond to power-law fits. The considered observable is A =
∑N
i=1 xiyi. Parameters:

m = 0.4, γ̇ = 0.01, and C = 106 (in addition, averaging over time in the steady state is performed; for details regarding the
time average of SD, see the main text).

The absence of a genuine steady-state value for SD of
formulas (12), (13), (14) raises a question about a useful-
ness of a comparison. However, there is no fundamental
problem, as, indeed, the statistical error of a numerically
computed average accumulates with time due to time in-
tegration. A natural choice for the steady-state SD is
then based on the steady-state mean. Here, the steady-
state value for the mean is reached at t ≈ 8 for all con-
sidered N [see Fig. 4(a) for N = 16], and we estimate the
steady-state value for SD at the same time, i.e., at t ≈ 8.
In order to perform time averaging in the steady state,
we estimate the stationary mean and SD as an average
over time in the interval t ∈ [8, 16].

Lower panels of Fig. 4 show the dependence of the sta-
tionary mean, SD, and the relative SD on the number of
particles N . For the mean, the four response relations
agree and scale as N1.567 (for N ' 4). However, SD
is very different for each response formula [as can also
be seen from the transient SD in Fig. 4(b)], although
the scaling behavior is similar. Formula (17), sFDT, has
the lowest SD, while formula (13) containing the random
force – the highest one. Estimated from SD and the cen-
tral limit theorem, Eq. (17) thus needs roughly a factor of
104 smaller number of independent simulation runs than
Eq. (13) for the same statistical error (for example, this

is a minute of computational time versus 7 days). The
efficiencies of the work formula (12) and the Green-Kubo
relation (14) are in between, respectively. Their SDs dif-
fer between each other roughly by a factor of 2, but they
are separated from the curves for Eqs. (17) and (13) by
an order of magnitude. Note that the relative SD, di-
vided by the mean, is independent of N (for N ' 4) for
all response relations, as can be seen in Fig. 4(e). This

is different from the typical behavior of 1/
√
N , as the

system is not extensive with N .

We also would like to mention that, in contrast to the
mean, SD computed for formulas (12) and (13) can de-
pend on the discretization scheme used in numerical sim-
ulations, i.e., Ito or Stratonovich [32, 64–66].

VI. LINEAR VERSUS NONLINEAR

Finally, we would like to demonstrate some differences
between the linear and nonlinear responses to shear.

It was observed that the relaxation to the steady state
is very different between the two cases [32, 35, 52]. What
about the steady state itself? One important question is
whether the steady-state response depends on the mass,
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TABLE I. The directly computed steady-state response to
shear for different shear rates and masses. The system is the
same as in Sec. V; A =

∑N
i=1 xiyi. Parameters: N = 10 and

C = 106 (in addition, averaging over time in the steady state
is performed).

γ̇
m

0 0.1 0.4

0.01 0.00881 0.00877 0.00923
20 10.27 14.71 31.02

and if it does, for what observables. In the linear order,
it does not, as can be seen in Fig. 3 [see also discussions
in Subsec. V B].

The situation is different for the nonlinear case. Table I
compares how the response for γ̇ = 0.01 and γ̇ = 20 de-

pends on the mass, using the observable A =
∑N
i=1 xiyi,

notably a function of position. When γ̇ = 0.01 (linear re-
sponse), there is no dependence (up to statistical error),
as we just mentioned. When γ̇ = 20, however, a clear de-
pendence can be seen. This shows that the steady-state
distribution couples inertia and potential parts. The de-
pendence of the spatial distribution on the particle mass
was very recently observed for a single Brownian gyra-
tor [70], which is also a nonequilibrium system.

Another important question to investigate is whether
our main observation, Eq. (7), remains valid beyond the
linear order. Remember that Eq. (7) follows from two
facts: (i) the superposition principle [Eq. (6)] and (ii)

the fact that the response to the rotation force Gptb
i is

zero for xy-symmetric systems and observables.
Figure 5, showing the dependence of ∆A(γ̇), ∆A

∣∣
Uptb ,

0
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8
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×10−4
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∆A
∣∣∣
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0.887γ̇

∆A
∣∣∣
Gptb

FIG. 5. Overdamped steady-state responses to shear
(∆A(γ̇)), the shear potential (∆A

∣∣
Uptb), and the rotation force

(∆A
∣∣
Gptb , the inset plot) as functions of the shear rate γ̇. The

system is the same as in Sec. V; A =
∑N
i=1 xiyi. The black

line represents the linear fit using the five smallest values of
∆A(γ̇). Parameters: N = 10 and C = 106 (in addition, aver-
aging over time in the steady state is performed). Note that
∆A

∣∣
Gptb = 0 within accuracy.

and ∆A
∣∣
Gptb on γ̇, answers this question. The system

and observable considered in the figure are xy-symmetric.
One can see that ∆A(γ̇) = ∆A

∣∣
Uptb up to γ̇ ≈ 1, where

the response to shear is linear in γ̇. Once ∆A(γ̇) de-
viates from the linear behavior (it can be already seen
for γ̇ ≈ 2.5), Eq. (7) fails. Since, for symmetry reasons,
∆A
∣∣
Gptb remains zero even when this deviation occurs,

Eq. (7) fails only because the superposition principle (6)
fails. We note, however, that for other xy-symmetric ob-

servables, e.g. A =
∑N
i=1(x2

i+y2
i ), the nonlinear response

to Gptb
i is not necessarily zero, because the effect of Gptb

i
for large γ̇ may be different from a pure rotation.

It is also worth noticing that the system perturbed by
Uptb has a transition at γ̇ = 2µk (see Appendix F). For
γ̇ ≥ 2µk (which corresponds to γ̇ ≥ 20 for the chosen
parameters), the system is unstable, because the sum
of Uptb and U ext form a saddle potential, see Fig. 7.
The response thus diverges with time for γ̇ ≥ 2µk, and
the steady-state response diverges when approaching γ̇ =
2µk from below. The points for ∆A

∣∣
Uptb and γ̇ ≥ 2µk

are absent in Fig. 5.

VII. CONCLUSION

In this paper, we studied the linear response of inter-
acting Brownian particles with a finite mass to simple
shear flow. The superposition principle of the linear re-
sponse [Eq. (6)], and the symmetry of the system and the
observable with respect to the interchange of the x and
y axes (shear axes) make the responses to shear and to
the shear potential [Eq. (5)] equivalent. This fact leads
to two efficient ways for the linear response computation:
perturbation by the shear potential in Eq. (5), and FDT
for shear [sFDT, Eq. (17)].

Using six different computational methods (direct per-
turbation by shear, perturbation by the shear potential,
and applying four linear response relations), we com-
puted the transient response to shear for four different
observables. It was found that interparticle interactions
and a finite inertia lead to nontrivial time dependence of
the response, which is very different compared to a single
underdamped particle or interacting overdamped parti-
cles. The four response relations were compared in terms
of their statistical efficiency, where sFDT was found to be
the most efficient relation, requiring about 100 times less
computational resources than the next efficient one. This
is to be expected due to the absence of a time integral,
which also simplifies the computation in other regards.
Equation (17), for the steady state, can even be evalu-
ated in a simple Monte Carlo simulation, in contrast to
other formulas, where the dynamics needs to be resolved
for the time integration.

Going beyond the linear order, we observed that, in
contrast to the linear response, the steady-state nonlin-
ear response depends on the particle mass. Also, for large
shear rates, the response to shear cannot be computed via
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the response to the shear potential, because the super-
position principle fails.

Future work may study the response to shear of active
Brownian particles with a finite mass [71]. Application of
the discussed here computational methods to the viscos-
ity of Brownian suspensions is also a promising avenue
to explore. Another interesting point is the connection
between the response relations discussed here and those
following from Newtonian dynamics (where DOLLS and
SLLOD equations are used to model shear) [72–74].
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Appendix A: Linear response in Klein-Kramers
equation

The Langevin equation (1) corresponds to the Klein-
Kramers equation ∂tΨ = ΩΨ for the probability distri-
bution function (pdf) Ψ given by the Fokker-Planck op-
erator [67]

Ω = Ω0 + δΩ = −
N∑
i=1

(
Fi ·

∂

∂mvi
+ vi ·

∂

∂ri

)

+
1

µ

N∑
i=1

∂

∂mvi
·
(
kBT

∂

∂mvi
+ vi − κ · ri

)
, (A1)

where Fi denotes all potential forces acting on parti-
cle i and the flow rate tensor κ has nonvanishing el-
ement κxy = γ̇Θ(t), where Θ(t) is the Heaviside step
function. Note in passing that the perturbation δΩ =

− 1
µ

∑N
i=1

∂
∂mvi

· κ · ri arises in the diffusion term of the

Fokker-Planck operator and not in its drift term where a
coupling to an external flow field would enter in Liouvil-
lian response [10].

To linear order, the change of the pdf obeys the differ-
ential equation

(∂t − Ω0) δΨ = δΩ Ψeq =
1

kBT
Π Ψeq, (A2)

where Ψeq is the canonical equilibrium pdf and the inho-
mogeneity is produced by the power Π [62]

Π =
1

µ

N∑
i=1

vi · κ · ri. (A3)

For the specified constant perturbation starting at t = 0,
the change of the pdf becomes

δΨ(t) =
1

kBT

∫ t

0

dt′ eΩ0(t−t′) Π Ψeq. (A4)

This leads to Eq. (12). For an arbitrary perturbation

Kptb
i , the power in Eq. (A3) is replaced by Π =

∑N
i=1 vi ·

Kptb
i , leading to Eq. (9) [with Kptb

i = Gptb
i ].

In the general case, the condition of detailed balance,

Ω0({ri,vi})AΨeq = Ψeq Ω†0({ri,−vi})A with Ω†0 the ad-
joint and A an arbitrary function [61], can be used to
show that

Π Ψeq = σ : κ Ψeq − µm Ω0 Π Ψeq, (A5)

where σ is the Irving-Kirkwood stress tensor [12] whose
xy element is given in Eq. (15). Integrating Eq. (A4) for
δΨ gives two terms in this case:

δΨ(t) =
1

kBT

∫ t

0

dt′ eΩ0t
′
σ : κ Ψeq

+
µm

kBT

(
1− eΩ0t

)
Π Ψeq, (A6)

which directly leads to Eq. (14).
In the case of xy symmetry, the flow can be de-

scribed by the potential, 1
2µ

(
κ + κT

)
· ri = −∇iU

ptb,

as discussed in Sec. III. This allows to rewrite ΠΨeq =
Ω0U

ptbΨeq [where Π is given by Eq. (A3), with κ re-
placed by 1

2 (κ + κT ), and Uptb is given by Eq. (5)], and
to perform the time integration in Eq. (A4) leading to
δΨ(t) = −1

kBT
(1 − eΩ0t) UptbΨeq. Performing an average

with this δΨ leads to Eq. (17).

Appendix B: The symmetry of an equilibrium time
correlation function

An equilibrium time dependent correlation function of
two variables A and B can be written as (we consider
t ≥ t′) [61]

〈A(t)B(t′)〉 = 〈A(t− t′)B(0)〉 =∫
dΓA(Γ)eΩ0(Γ)(t−t′)B(Γ)Ψeq(Γ), (B1)

where Γ is the phase space, and Ω0 and Ψeq are the
equilibrium Fokker-Planck operator (see Eq. (A1) and
Refs. [61, 67]) and distribution function, respectively. For
an xy-symmetric system, Ω0 and Ψeq are xy symmetric.
Because of this, making the interchange xi ↔ yi, vix ↔
viy for A and B in Eq. (B1) is equivalent to simply re-
naming the integration variables in the same way. The
latter action does not affect the value of the integral.
Therefore, an equilibrium correlation function computed
for an xy-symmetric system is also xy symmetric.
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Appendix C: Derivation of the underdamped
Green-Kubo relation

We demonstrate here the derivation of Eq. (14) [32].
It is based on a path integral formalism [1, 29, 32].

The path weight W(γ̇), representing the probability
that within a time interval [0, t] the system described
by Eq. (1) follows a certain trajectory, reads [1, 29, 32,
64, 75–79]

W(γ̇) ∝ e−A
(γ̇)

, A(γ̇) =
µ

4kBT
Ito

∫ t

0

dt′
N∑
i=1

X 2
i (t
′, γ̇),

(C1)
where A(γ̇) is the system action and X 2

i measures the
deviation from the noise-free path,

X i(γ̇) = mv̇i −
1

µ
κ · ri +

1

µ
vi − Fint

i − Fext
i . (C2)

Since Eq. (C1) is derived using the Ito time-discretization
scheme [32, 64–66], the integral in Eq. (C1) is understood
as a stochastic Ito integral [32, 64–66], as indicated by the
notation “Ito”.

Expanding the path weight (C1) in powers of γ̇, we get

W(γ̇) −W =W γ̇

2kBT
Ito

∫ t

0

dt′
N∑
i=1

Xix(t′)yi(t
′) +O(γ̇2),

(C3)
where Xix and W correspond to the unperturbed sys-
tem. One can show that the stochastic Ito integral

Ito
∫ t

0
dt′ · · · in Eq. (C3) is equivalent to the stochastic

Stratonovich integral
∫ t

0
dt′ · · · obeying conventional in-

tegration rules [32, 64–66]. We can hence write

W(γ̇) −W =W γ̇

2kBT

∫ t

0

dt′
N∑
i=1

Xix(t′)yi(t
′) +O(γ̇2).

(C4)
From Eq. (C4), the linear response relation follows im-
mediately:

∆A(γ̇) =
γ̇

2kBT

∫ t

0

dt′

〈
A(t)

N∑
i=1

Xix(t′)yi(t
′)

〉
. (C5)

Next, we use the time reversal symmetry of the equi-

librium linear response: the term containing
∑N
i=1 vixyi

in Eq. (C5) is antisymmetric with respect to the time
reversal, and it equals the other term which is time sym-
metric [17–19, 80]. Therefore, the response can be given
by two times either of the terms. For the Green-Kubo
relation, we need the time-symmetric one:

∆A(γ̇) =
γ̇

kBT

∫ t

0

dt′

×

〈
A(t)

N∑
i=1

[
mv̇ix(t′)− F int

ix (t′)− F ext
ix (t′)

]
yi(t
′)

〉
.

(C6)
Finally, we use partial integration for the first term in

Eq. (C6):∫ t

0

dt′
N∑
i=1

v̇ix(t′)yi(t
′) = −

∫ t

0

dt′
N∑
i=1

vix(t′)viy(t′)

+

N∑
i=1

yi(t)vix(t)−
N∑
i=1

yi(0)vix(0). (C7)

Substituting Eq. (C7) into Eq. (C6) and identifying the
stress tensor (15), we obtain formula (14).

Appendix D: The linear response of a single underdamped particle confined in a harmonic potential

The response of a single underdamped particle can be evaluated analytically [36–39]. This appendix complements
the results of Refs. [36–39] with the transient response. A derivation of the expressions given here as well as a check
of formulas (14) and (17) can be found in Ref. [32].

The responses for A = xy, A = vxvy, A = xvy, and A = yvx read (we note that 〈A〉 = 0 for all considered A, i.e.,

∆A(γ̇) = 〈A(t)〉(γ̇)
)

〈x(t)y(t)〉(γ̇)
=

2γ̇kBTµ

1− 4µ2km

{(
µm

1−
√

1− 4µ2km

)2(
1− e−

1
µm

(
1−
√

1−4µ2km
)
t
)

+

(
µm

1 +
√

1− 4µ2km

)2(
1− e−

1
µm

(
1+
√

1−4µ2km
)
t
)
− m

2k

(
1− e−

t
µm

)}
, (D1)

〈vx(t)vy(t)〉(γ̇)
=

γ̇kBTµ

2 (1− 4µ2km)

{(
1− e−

1
µm

(
1−
√

1−4µ2km
)
t
)

+

(
1− e−

1
µm

(
1+
√

1−4µ2km
)
t
)
− 2

(
1− e−

t
µm

)}
,

(D2)
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FIG. 6. Rescaled response to shear flow for A = xy [(a), Eq. (D1)], A = vxvy [(b), Eq. (D2)], A = xvy [(c), Eq. (D3)], and
A = yvx [(d), Eq. (D4)] of a single underdamped particle confined in a harmonic trap as a function of rescaled time t̃ ≡ t

τk
= µkt

after the flow is applied. The results are shown for different values of a characteristic ratio τ ≡ τm
τk

, which is the ratio between

the inertia time τm = µm and the trap relaxation time τk = 1
µk

. Different values of τ correspond to different values of m,

while µ and k are assumed to be fixed and finite; τ → 0 is the overdamped limit. Pe ≡ γ̇τk = γ̇
µk

, l2 ≡ kBTµτk = kBT
k

, and

u2 ≡ l2

τ2
k

= kBTµ
2k are the Peclet number, the unit of squared length, and the unit of squared velocity, respectively.

〈x(t)vy(t)〉(γ̇)
= − γ̇kBTµ

1− 4µ2km

{
µm

1−
√

1− 4µ2km

(
1− e−

1
µm

(
1−
√

1−4µ2km
)
t
)

+
µm

1 +
√

1− 4µ2km

(
1− e−

1
µm

(
1+
√

1−4µ2km
)
t
)
− 2µm

(
1− e−

t
µm

)}
, (D3)

〈y(t)vx(t)〉(γ̇)
= − γ̇kBTµ

1− 4µ2km

{
µm

1−
√

1− 4µ2km

(
1− e−

1
µm

(
1−
√

1−4µ2km
)
t
)

+
µm

1 +
√

1− 4µ2km

(
1− e−

1
µm

(
1+
√

1−4µ2km
)
t
)
− 1− 2µ2km

µk

(
1− e−

t
µm

)}
. (D4)

These results are valid for any γ̇, i.e., the linear response for a single particle and the considered observables
equals the total response, in contrast to a many-particle system (see Fig. 5 and Ref. [35]). In order to visualize
Eqs. (D1), (D2), (D3), and (D4), we make the equations dimensionless [35] and plot them in Fig. 6; definitions of the
parameters are given in the caption.

Appendix E: Standard deviation for a single
overdamped particle

This appendix gives analytical results for the standard
deviation (SD) of the response relations in case of a sin-

gle overdamped particle. We consider the same system
as in Sec. V, and choose A = xy. As it is shown in Sub-
sec. V C, SD is different for different response relations.



12

It is defined as

σ =

√
〈B2〉 − 〈B〉2, (E1)

where, for the chosen system and observable,

BWork =
γ̇

kBTµ

∫ t

0

dt′x(t)y(t)y(t′)ẋ(t′), (E2a)

BRF =
γ̇

2kBT

∫ t

0

dt′x(t)y(t)y(t′)fx(t′), (E2b)

BGK =
γ̇k

kBT

∫ t

0

dt′x(t′)y(t′)x(0)y(0), (E2c)

BsFDT =
γ̇

2kBTµ

[
x2y2 − x(t)y(t)x(0)y(0)

]
, (E2d)

for formulas (12), (13), (16), and (17), respectively.
The difference in SDs originates from the term

〈
B2
〉

in

Eq. (E1), while the result for 〈B〉2 is the same for all the
aforementioned B and equals [29, 32]

〈B〉2 =
γ̇2(kBT )2

4µ2k4

(
1− e−2µkt

)2
. (E3)

In order to evaluate σ for B in Eq. (E2a), we use the
Langevin equation to replace ẋ with ẋ = −µkx + µfx.
The double integrals containing fx are evaluated using
standard (Stratonovich) integration rules. The corre-
sponding SDs computed in numerical simulations can
hence differ from the analytical results provided below
[Eqs. (E4a) and (E4b)] if the discretization scheme dif-
ferent from the Stratonovich one is used; however, the
scaling with

√
t for large t should not be affected by this

issue.

Here are our results:

σWork =
γ̇kBT

2µk2

(
4µkt+ 13− 16e−2µkt + 3e−4µkt

) 1
2

,

(E4a)

σRF =
γ̇kBT

2µk2

(
2µkt+ 9− 8µkte−2µkt − 12e−2µkt

+ 3e−4µkt
) 1

2

, (E4b)

σGK =
γ̇kBT

2µk2

(
4µkt+ 9− 16µkte−2µkt − 12e−2µkt

+ 3e−4µkt
) 1

2

, (E4c)

σsFDT =
γ̇kBT

2µk2

(
9− 12e−2µkt + 3e−4µkt

) 1
2

, (E4d)

corresponding to response relations (12), (13), (16),
and (17), respectively. In the limit of large time, µkt� 1,
SD scales as

√
t for the work formula, random force for-

mula, and Green-Kubo relation, whereas it approaches
a constant for sFDT. Considering that the steady state

is reached at µkt ≈ 5 [see Eq. (E3)], we conclude from
Eqs. (E4a), (E4b), (E4c), and (E4d) that, in the steady
state, σsFDT < σRF < σGK < σWork. Note that this
inequality differs from what we found numerically (us-
ing the Euler discretization) in Subsec. V C for a many-
particle underdamped system, because of the aforemen-
tioned dependence of σWork and σRF on the discretization
procedure.

Appendix F: Response to the shear potential

When the system of particles confined in a harmonic

trap U ext = k
2

∑N
i=1(x2

i + y2
i ) is perturbed by the shear

potential (5), the resulting external potential becomes

U ext =
k

2

N∑
i=1

(
x2
i + y2

i

)
− γ̇

2µ

N∑
i=1

xiyi. (F1)

Each particle hence feels the external potential

u =
k

4

[
(1− δ)(x+ y)2 + (1 + δ)(x− y)2

]
, (F2)

with δ = γ̇
2µk .

If δ < 1 (i.e., γ̇ < 2µk), the point (0, 0) is a minimum
of u [see the insets of Figs. 7(a) and 7(b)], i.e., there is a
well-defined equilibrium. Therefore, ∆A

∣∣
Uptb converges

to a steady-state value [see Figs. 7(a) and 7(b)].
If δ = 1 (i.e., γ̇ = 2µk), x = y is a “minimum line”

[see the inset of Fig. 7(c)], i.e., the particles tend to go
along the diagonal x = y with no confinement on that
way. Therefore, ∆A

∣∣
Uptb diverges [see Fig. 7(c)].

Finally, if δ > 1 (i.e., γ̇ > 2µk), (0, 0) is a saddle point,
with the line x = y being unstable yet preferable to go
along [see the inset of Fig. 7(d)]. Therefore, ∆A

∣∣
Uptb

diverges exponentially [see Fig. 7(d)].

FIG. 7. Response to the shear potential (5) as a function of
time for different shear rates. The insets illustrate the sum
of external potential and perturbation potential. The system,
observable, and parameters are the same as in Fig. 5.
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M. Ballauff, and M. Fuchs, J. Rheol. 57, 149 (2013).
[53] W. E. Uspal, M. N. Popescu, S. Dietrich, and

M. Tasinkevych, Soft Matter 11, 6613 (2015).
[54] B. ten Hagen, R. Wittkowski, and H. Löwen, Phys. Rev.
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