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Abstract The top quark mass is measured using a tem-
plate method in the tf — lepton + jets channel (lepton is e
or u) using ATLAS data recorded in 2012 at the LHC. The
data were taken at a proton—proton centre-of-mass energy
of /s = 8 TeV and correspond to an integrated lumi-
nosity of 20.2 fb~!. The t#7 — lepton + jets channel is
characterized by the presence of a charged lepton, a neu-
trino and four jets, two of which originate from bottom
quarks (b). Exploiting a three-dimensional template tech-
nique, the top quark mass is determined together with a
global jet energy scale factor and a relative b-to-light-jet
energy scale factor. The mass of the top quark is measured
to be myp = 172.08 £ 0.39 (stat) £ 0.82 (syst) GeV. A
combination with previous ATLAS m ., measurements gives
mop = 172.69 £ 0.25 (stat) = 0.41 (syst) GeV.

1 Introduction

The mass of the top quark m), is an important parameter of
the Standard Model (SM). Precise measurements of op pro-
vide crucial information for global fits of electroweak param-
eters [1-3] which help to assess the internal consistency of
the SM and probe its extensions. In addition, the value of
myp affects the stability of the SM Higgs potential, which
has cosmological implications [4-6].

Many measurements of m,, in each tt decay chan-
nel were performed by the Tevatron and LHC collabora-
tions. The most precise measurements per experiment in
the 1t — lepton + jets channel are myp = 172.85 £
0.71 (stat) £ 0.84 (syst) GeV by CDF [7], mop = 174.98 &+
0.58 (stat) £ 0.49 (syst) GeV by DO [8], mp = 172.33 &
0.75 (stat) £ 1.03 (syst) GeV by ATLAS [9] and myyp =
172.35 + 0.16 (stat) & 0.48 (syst) GeV by CMS [10]. Com-
binations are performed, by either the individual experi-
ments, or by several Tevatron and LHC experiments [11]. In
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these combinations, selections of measurements from all ¢f
decay channels are used. The latest combinations per experi-
ment are mp = 173.16 &= 0.57 (stat) £ 0.74 (syst) GeV by
CDF [12], myop = 174.95 £ 0.40 (stat) &= 0.64 (syst) GeV
by DO [13], mop = 172.84 £ 0.34 (stat) £ 0.61 (syst) GeV
by ATLAS [14] and myp = 172.44 £ 0.13(stat) +
0.47 (syst) GeV by CMS [10].

In this paper, an ATLAS measurement of mp in the
tt — lepton + jets channel is presented. The result is
obtained from pp collision data recorded in 2012 at a centre-
of-mass energy of /s = 8 TeV with an integrated lumi-
nosity of about 20.2 fb~!. The analysis exploits the decay
tt - WHW~=bb — €vqg'bb, which occurs when one W
boson decays into a charged lepton (¢ is e or p including
T — e, v decays) and a neutrino (v), and the other into a pair
of quarks. In the analysis presented here, mop is obtained
from the combined sample of events selected in the elec-
tron+jets and muon+jets final states. Single-top-quark events
with the same reconstructed final states contain information
about the top quark mass and are therefore included as signal
events.

The measurement uses a template method, where simu-
lated distributions are constructed for a chosen quantity sen-
sitive to the physics parameter under study using a number of
discrete values of that parameter. These templates are fitted
to functions that interpolate between different input values of
the physics parameter while fixing all other parameters of the
functions. In the final step, an unbinned likelihood fit to the
observed data distribution is used to obtain the value of the
physics parameter that best describes the data. In this proce-
dure, the experimental distributions are constructed such that
fits to them yield unbiased estimators of the physics param-
eter used as input in the signal Monte Carlo (MC) samples.
Consequently, the top quark mass determined in this way cor-
responds to the mass definition used in the MC simulation.
Because of various steps in the event simulation, the mass
measured in this way does not necessarily directly coincide
with mass definitions within a given renormalization scheme,
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e.g. the top quark pole mass. Evaluating these differences is
a topic of theoretical investigations [15-19].

The measurement exploits the three-dimensional template
fit technique presented in Ref. [9]. To reduce the uncertainty
in myp stemming from the uncertainties in the jet energy
scale (JES) and the additional b-jet energy scale (bJES), nop
is measured together with the jet energy scale factor (JSF) and
the relative b-to-light-jet energy scale factor (bJSF). Given
the larger data sample than used in Ref. [9], the analysis is
optimized to reject combinatorial background arising from
incorrect matching of the observed jets to the daughters aris-
ing from the top quark decays, thereby achieving a better
balance of the statistical and systematic uncertainties and
reducing the total uncertainty. Given this new measurement,
an update of the ATLAS combination of n,, measurements
is also presented.

This document is organized as follows. After a short
description of the ATLAS detector in Sect. 2, the data and
simulation samples are discussed in Sect. 3. Details of the
event selection are given in Sect. 4, followed by the descrip-
tion of the reconstruction of the three observables used in
the template fit in Sect. 5. The optimization of the event
selection using a multivariate analysis approach is presented
in Sect. 6. The template fits are introduced in Sect. 7. The
evaluation of the systematic uncertainties and their statistical
uncertainties are discussed in Sect. 8, and the measurement
of mgp is given in Sect. 9. The combination of this measure-
ment with previous ATLAS results is discussed in Sect. 10
and compared with measurements of other experiments. The
summary and conclusions are given in Sect. 11. Additional
information about the optimization of the event selection and
on specific uncertainties in the new measurement of nop in
the tr — lepton + jets channel are given in Appendix A,
while Appendix B contains information about various com-
binations performed, together with comparisons with results
from other experiments.

2 The ATLAS experiment

The ATLAS experiment [20] at the LHC is a multipurpose
particle detector with a forward—backward symmetric cylin-
drical geometry and a near 47 coverage in the solid angle.!
It consists of an inner tracking detector surrounded by a
thin superconducting solenoid providing a 2 T axial mag-

I ATLAS uses a right-handed coordinate system with its origin at the
nominal interaction point (IP) in the centre of the detector and the z-
axis along the beam pipe. The x-axis points from the IP to the centre of
the LHC ring, and the y-axis points upwards. Cylindrical coordinates
(r, @) are used in the transverse plane, ¢ being the azimuthal angle
around the z-axis. The pseudorapidity is defined in terms of the polar
angle 6 as n = — Intan(6/2). Angular distance is measured in units of
AR =/(An)2 + (Ag)2.
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netic field, electromagnetic and hadronic calorimeters, and
a muon spectrometer. The inner tracking detector covers the
pseudorapidity range |n| < 2.5. It consists of silicon pixel,
silicon microstrip, and transition radiation tracking detec-
tors. Lead/liquid-argon (LAr) sampling calorimeters provide
electromagnetic (EM) energy measurements with high gran-
ularity. A hadronic (steel/scintillator-tile) calorimeter covers
the central pseudorapidity range (|n| < 1.7). The endcap
and forward regions are instrumented with LAr calorimeters
for both the EM and hadronic energy measurements up to
[n] = 4.9. The muon spectrometer surrounds the calorime-
ters and is based on three large air-core toroid superconduct-
ing magnets with eight coils each. Its bending power is 2.0 to
7.5 T m. It includes a system of precision tracking chambers
and fast detectors for triggering.

A three-level trigger system was used to select events.
The first-level trigger is implemented in hardware and used a
subset of the detector information to reduce the accepted rate
to at most 75 kHz. This is followed by two software-based
trigger levels that together reduced the accepted event rate to
400 Hz on average depending on the data-taking conditions
during 2012.

3 Data and simulation samples

The analysis is based on pp collision data recorded by
the ATLAS detector in 2012 at a centre-of-mass energy of
/s = 8 TeV. The integrated luminosity is 20.2 fb~! with
an uncertainty of 1.9% [21]. The modelling of top quark
pair (¢7) and single-top-quark signal events, as well as most
background processes, relies on MC simulations. For the sim-
ulation of 77 and single-top-quark events, the POWHEG- BOX
vl [22-24] program was used. Within this framework, the
simulations of the ¢7 [25] and single-top-quark production
in the s- and 7-channels [26] and the Wt-channel [27] used
matrix elements at next-to-leading order (NLO) in the strong
coupling constant ag with the NLO CT10 [28] parton dis-
tribution function (PDF) set and the Agamp parameter? set to
infinity. Using m,p, and the top quark transverse momentum
pr for the underlying leading-order Feynman diagram, the
dynamic factorization and renormalization scales were set
to \/mg, + p7. The PYTHIA (v6.425) program [29] with the
P2011C [30] set of tuned parameters (tune) and the corre-
sponding CTEQ6L1 PDFs [31] provided the parton shower,
hadronization and underlying-event modelling.

For mop hypothesis testing, the 77 and single-top-quark
event samples were generated with five different assumed

2 The hdamp parameter controls the transverse momentum p of the
first additional emission beyond the leading-order Feynman diagram in
the parton shower and therefore regulates the high- pt emission against
which the ¢ system recoils.
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values of mop in the range from 167.5 to 177.5 GeV in steps
of 2.5 GeV. The integrated luminosity of the simulated 77
sample with myp, = 172.5 GeV is about 360 fo—!. Each of
these MC samples is normalized according to the best avail-
able cross-section calculations. For mp = 172.5 GeV, the
tf cross-section is o;; = 2531‘}2 pb, calculated at next-to-
next-to-leading order (NNLO) with next-to-next-to-leading
logarithmic soft gluon terms [32-36] with the ToP++ 2.0
program [37]. The PDF- and as-induced uncertainties in this
cross-section were calculated using the PDFALHC prescrip-
tion [38] with the MSTW2008 68% CL NNLO PDF [39,40],
CT10 NNLO PDF [28,41] and NNPDF2.3 5f FEN PDF [42]
and were added in quadrature with the uncertainties obtained
from the variation of the factorization and renormalization
scales by factors of 0.5 and 2.0. The cross-sections for single-
top-quark production were calculated at NLO and are oy =
87.8 3¢ pb [43], 0w, = 22.4 + 1.5pb [44] and o5 = 5.6 +
0.2 pb [45] in the 7-, the W- and the s-channels, respectively.

The ALPGEN (v2.13) program [46] interfaced to the
PYTHIA6 program was used for the simulation of the pro-
duction of W* or Z bosons in association with jets. The
CTEQG6L1 PDFs and the corresponding AUET?2 tune [47]
were used for the matrix element and parton shower set-
tings. The W+jets and Z+jets events containing heavy-
flavour (HF) quarks (Wbb+jets, Zbb+jets, WccHjets,
Zcc+jets, and We+jets) were generated separately using
leading-order (LO) matrix elements with massive bottom and
charm quarks. Double-counting of HF quarks in the matrix
element and the parton shower evolution was avoided via
a HF overlap-removal procedure that used the AR between
the additional heavy quarks as the criterion. If the AR was
smaller than 0.4, the parton shower prediction was taken,
while for larger values, the matrix element prediction was
used. The Z-+jets sample is normalized to the inclusive
NNLO calculation [48]. Due to the large uncertainties in
the overall W+jets normalization and the flavour compo-
sition, both are estimated using data-driven techniques as
described in Sect. 4.2. Diboson production processes (W W,
WZ and ZZ) were simulated using the ALPGEN program
with CTEQ6L 1 PDFs interfaced to the HERWIG (v6.520) [49]
and JIMMY (v4.31) [50] programs. The samples are normal-
ized to their predicted cross-sections at NLO [51].

All samples were simulated taking into account the effects
of multiple soft pp interactions (pile-up) that are present in
the 2012 data. These interactions were modelled by overlay-
ing simulated hits from events with exactly one inelastic colli-
sion per bunch crossing with hits from minimum-bias events
produced with the PYTHIA (v8.160) program [52] using the
A2 tune [53] and the MSTW2008 LO PDF. The number
of additional interactions is Poisson-distributed around the
mean number of inelastic pp interactions per bunch crossing
(. For a given simulated hard-scatter event, the value of
depends on the instantaneous luminosity and the inelastic pp

cross-section, taken to be 73 mb [21]. Finally, the simulation
sample is reweighted such as to match the pile-up observed
in data.

A simulation [54] of the ATLAS detector response based
on GEANT4 [55] was performed on the MC events. This sim-
ulation is referred to as full simulation. The events were then
processed through the same reconstruction software as the
data. A number of samples used to assess systematic uncer-
tainties were produced bypassing the highly computing-
intensive full GEANT4 simulation of the calorimeters. They
were produced with a faster version of the simulation [56],
which retained the full simulation of the tracking but used
a parameterized calorimeter response based on resolution
functions measured in full simulation samples. This simu-
lation is referred to as fast simulation.

4 Object reconstruction, background estimation and
event preselection

The reconstructed objects resulting from the top quark pair
decay are electron and muon candidates, jets and missing
transverse momentum (EIT“iSS). In the simulated events, cor-
rections are applied to these objects based on detailed data-
to-simulation comparisons for many different processes, so
as to match their performance in data.

4.1 Object reconstruction

Electron candidates [57] are required to have a transverse
energy of ET > 25 GeV and a pseudorapidity of the cor-
responding EM cluster of |ncpuster| < 2.47 with the transi-
tion region 1.37 < [fcluster] < 1.52 between the barrel and
the endcap calorimeters excluded. Muon candidates [58] are
required to have transverse momentum pt > 25 GeV and
In| < 2.5. To reduce the contamination by leptons from HF
decays inside jets or from photon conversions, referred to
collectively as non-prompt (NP) leptons, strict isolation cri-
teria are applied to the amount of activity in the vicinity of
the lepton candidate [57-59].

Jets are built from topological clusters of calorimeter
cells [60] with the anti-k; jet clustering algorithm [61] using
aradius parameter of R = 0.4. The clusters and jets are cali-
brated using the local cluster weighting (LCW) and the global
sequential calibration (GSC) algorithms, respectively [62—
64]. The subtraction of the contributions from pile-up is
performed via the jet area method [65]. Jets are calibrated
using an energy- and n-dependent simulation-based scheme
with in situ corrections based on data [63]. Jets originat-
ing from pile-up interactions are identified via their jet ver-
tex fraction (JVF), which is the prt fraction of associated
tracks stemming from the primary vertex. The requirement
JVF > 0.5 is applied solely to jets with ptr < 50 GeV
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and |n| < 2.4 [65]. Finally, jets are required to satisfy
pT > 25 GeV and |n| < 2.5.

Muons reconstructed within a AR = 0.4 cone around
the axis of a jet with pr > 25 GeV are excluded from the
analysis. In addition, the closest jet withina AR = (0.2 cone
around an electron candidate is removed, and then electrons
within a AR = 0.4 cone around any of the remaining jets
are discarded.

The identification of jets containing reconstructed b-
hadrons, called b-tagging, is used for event reconstruction
and background suppression. In the following, irrespective
of their origin, jets tagged by the b-tagging algorithm are
referred to as b-tagged jets, whereas those not tagged are
referred to as untagged jets. Similarly, whether they are
tagged or not, jets containing b-hadrons in simulation are
referred to as b-jets and those containing only lighter-flavour
hadrons from u, d, c, s-quarks, or originating from gluons,
are collectively referred to as light-jets. The working point of
the neural-network-based MV 1 b-tagging algorithm [66] cor-
responds to an average b-tagging efficiency of 70% for b-jets
in simulated ¢7 events and rejection factors of 5 for jets con-
taining a c-hadron and 140 for jets containing only lighter-
flavour hadrons. To match the b-tagging performance in the
data, pt- and n-dependent scale factors, obtained from dijet
and ¢t7 — dilepton events, are applied to MC jets depending
on their generated quark flavour, as described in Refs. [66—
68].

The missing transverse momentum EXS is the absolute
value of the vector E;miss calculated from the negative vec-
torial sum of all transverse momenta. The vectorial sum takes
into account all energy deposits in the calorimeters projected
onto the transverse plane. The clusters are corrected using
the calibrations that belong to the associated physics object.
Muons are included in the calculation of the E%‘iss using their
momentum reconstructed in the inner tracking detectors [69].

4.2 Background estimation

The contribution of events falsely reconstructed as 7 —
lepton + jets events due to the presence of objects misiden-
tified as leptons (fake leptons) and NP leptons originat-
ing from HF decays, is estimated from data using the
matrix-method [70]. The technique employed uses n- and
pr-dependent efficiencies for NP/fake-leptons and prompt-
leptons. They are measured in a background-enhanced con-
trol region with low ETmiSS and from events with dilepton
masses around the Z boson peak [71], respectively. For the
W +jets background, the overall normalization is estimated
from data. The estimate is based on the charge-asymmetry
method [72], relying on the fact that at the LHC more W™
than W~ bosons are produced. In addition, a data-driven
estimate of the Wbb, Wce, We and W +light-jet fractions is
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performed in events with exactly two jets and at least one b-
tagged jet. Further details are given in Ref. [73]. The Z+jets
and diboson background processes are normalized to their
predicted cross-sections as described in Sect. 3.

4.3 Event preselection

Triggering of events is based solely on the presence of a single
electron or muon, and no information from the hadronic final
state is used. A logical OR of two triggers is used for each
of the t# — electron + jets and 7 — muon + jets channels.
The triggers with the lower thresholds of 24 GeV for electrons
or muons select isolated leptons. The triggers with the higher
thresholds of 60 GeV for electrons and 36 GeV for muons do
not include an isolation requirement. The further selection
requirements closely follow those in Ref. [9] and are

e Events are required to have at least one primary vertex
with at least five associated tracks. Each track needs to
have a minimum pt of 0.4 GeV. For events with more
than one primary vertex, the one with the largest p%
is chosen as the vertex from the hard scattering.

e The event must contain exactly one reconstructed charged
lepton, with ET > 25 GeV for electrons and pt >
25 GeV for muons, that matches the charged lepton that
fired the corresponding lepton trigger.

e In the 1 — muon + jets channel, E%niss > 20 GeV and
ERiss 4l > 60 GeV are required.’

e In the 11 — electron + jets channel, more stringent
requirements on E%liss and m‘TV are applied because of the
higher level of NP/fake-lepton background. The require-
ments are ErTniSS > 30 GeV and m%v > 30 GeV.

e The presence of at least four jets with pt > 25 GeV and
|n] < 2.5 is required.

e The presence of exactly two b-tagged jets is required.

The resulting event sample is statistically independent of the
ones used for the measurement of mp in the tt — dilepton
and tf — alljets channels at /s = 8 TeV [14,74]. The
observed number of events in the data after this preselection
and the expected numbers of signal and background events
corresponding to the same integrated luminosity as the data
are given in Table 1. For all predictions, the uncertainties are
estimated as the sum in quadrature of the statistical uncer-
tainty, the uncertainty in the integrated luminosity and all
systematic uncertainties assigned to the measurement of nop
listed in Sect. 8, except for the PDF and pile-up uncertain-
ties, which are small. The normalization uncertainties listed

w

3 Here my is the transverse mass of the W boson, defined as

2 pr,¢ EY" (l —coso (L, ET““SS)), where ET™ provides an esti-

mate of the transverse momentum of the neutrino.
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Table 1 The observed numbers of events in data after the event pres-
election and the BDT selection (see Sect. 6). In addition, the expected
numbers of signal events for m,p = 172.5 GeV and background events
corresponding to the same integrated luminosity as the data are given.
The uncertainties in the predicted number of events take into account the
statistical and systematic sources explained in Sect. 4.3. Two significant
digits are used for the uncertainties in the predicted events

Selection Preselection BDT selection
Data 96105 38054

¢t signal 85000 £ 10000 36100 + 5500
Single-top-quark signal 4220 £ 360 883 £+ 85
NP/fake leptons (data-driven) 700 £ 700 92+92
W+jets (data-driven) 2800 £ 700 300 £ 100
Z+jets 430 £ 230 58 £33
WW/WZ/ZZ 63 + 32 7.0+£52
Signal+background 93000 + 10000 37300 + 5500
Expected background fraction 0.043 +£0.012 0.010 = 0.003
Data/(signal+background) 1.03 £0.12 1.02 £0.15

below are included for the predictions shown in this section,
but due to their small effect on the measured top quark mass
they are not included in the final measurement.

For the signal, the 5.7% uncertainty in the ¢7 cross-section
introduced in Sect. 3 and a 6.0% uncertainty in the single-
top-quark cross-section are used. The latter uncertainty is
obtained from the cross-section uncertainties given in Sect. 3
and the fractions of the various single-top-quark produc-
tion processes after the selection requirements. The back-
ground uncertainties contain uncertainties of 48% in the nor-
malization of the diboson and Z+jets production processes.
These uncertainties are calculated using Berends—Giele scal-
ing [75]. Assuming a top quark mass of mp = 172.5 GeV,
the predicted number of events is consistent within uncer-
tainties with the number observed in the data.

5 Reconstruction of the three observables

As in Ref. [9], a full kinematic reconstruction of the event
is done with a likelihood fit using the KLFITTER pack-
age [76,77]. The KLFITTER algorithm relates the mea-
sured kinematics of the reconstructed objects to the leading-
order representation of the ¢f system decay using tf —
Lvbiep q1g2bnag- In this procedure, the measured jets corre-
spond to the quark decay products of the W boson, ¢; and
q2, and to the b-quarks, bjep and bpaq, produced in the semi-
leptonic and hadronic top quark decays, respectively.

The event likelihood is the product of Breit—-Wigner (BW)
distributions for the W bosons and top quarks and transfer
functions (TFs) for the energies of the reconstructed objects
that are input to KLFITTER. The W boson BW distribu-
tions use the world combined values of the W boson mass
and decay width from Ref. [3]. A common mass parameter

mygp” is used for the BW distributions describing the semi-

leptonically and hadronically decaying top quarks and is fit-
ted event-by-event. The top quark width varies with mg°
according to the SM prediction [3]. The TFs are derived
from the POWHEG+PYTHIA ¢f signal MC simulation sam-
ple at an input mass of mp = 172.5 GeV. They represent
the experimental resolutions in terms of the probability that
the observed energy at reconstruction level is produced by a
given parton-level object for the leading-order decay topol-
ogy and in the fit constrain the variations of the reconstructed
objects.

The input objects to the event likelihood are the recon-
structed charged lepton, the missing transverse momentum
and up to six jets. These are the two b-tagged jets and the four
untagged jets with the highest pt. The x- and y-components
of the missing transverse momentum are starting values for
the neutrino transverse-momentum components, and its lon-
gitudinal component p, ; is a free parameter in the kine-
matic likelihood fit. Its starting value is computed from the
W — £v mass constraint. If there are no real solutions for
Dz, astarting value of zero is used. If there are two real solu-
tions, the one giving the largest likelihood value is taken.

Maximizing the event-by-event likelihood as a function of
myg” establishes the best assignment of reconstructed jets to
partons from the 1 — lepton + jets decay. The maximiza-
tion is performed by testing all possibilities for assigning
b-tagged jets to b-quark positions and untagged jets to light-
quark positions. With the above settings of the reconstruction
algorithm, compared with the s.ettings4 used in Ref. [9], a
larger fraction of correct assignments of reconstructed jets to
partons from the 7 — lepton + jets decay is achieved. The
performance of the reconstruction algorithm is discussed in
Sect. 6.

The value of m;q;° obtained from the kinematic likelihood
fit is used as the observable primarily sensitive to the under-
lying mop. The invariant mass of the hadronically decaying
W boson my;f°, which is sensitive to the JES, is calculated
from the assigned jets of the chosen permutation. Finally, an
observable called RZ‘:']CO, designed to be sensitive to the bJES,
is computed as the scalar sum of the transverse momenta of
the two b-tagged jets divided by the scalar sum of the trans-
verse momenta of the two jets associated with the hadronic
W boson decay:

bhad brep
Rzeco _ pT + pT
q q1 q2
Pt + Pt

4 In Ref. [9] only four input jets were used. In addition, b-tagging
efficiencies and rejection factors were used to favour permutations for
which a b-tagged jet is assigned to a b-quark position and penalise those
where a b-tagged jet is assigned to a light-quark position. However, the
latter permutations were still accepted whenever they resulted in the
largest likelihood.
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The values of m7;F° and R,ﬁeqco are computed from the jet four-

vectors as given by the jet reconstruction instead of using the
values obtained in the kinematic likelihood fit. This ensures
the maximum sensitivity to the jet calibration for light-jets
and b-jets.

Some distributions of the observed event kinematics after
the event preselection and for the best permutation are shown
in Fig. 1. Given the good description of the observed number
of events by the prediction shown in Sect. 4.3 and that the
measurement of 7, is mostly sensitive to the shape of the
distributions, the comparison of the data with the predictions
is based solely on the distributions normalized to the num-
ber of events observed in data. The systematic uncertainty
assigned to each bin is calculated from the sum in quadra-
ture of all systematic uncertainties discussed in Sect. 4.3.
Within uncertainties, the predictions agree with the observed
distributions in Fig. 1, which shows the transverse momen-
tum of the lepton, the average transverse momentum of the
jets, the transverse momentum of the hadronically decaying
top quark pr had, the transverse momentum of the 77 system,
the logarithm of the event likelihood of the best permuta-
tion and the distance A R of the two untagged jets g1 and g2
assigned to the hadronically decaying W boson. The distri-
butions of transverse momenta predicted by the simulation,
e.g. the pr hag distribution shown in Fig. 1c, show a slightly
different trend than observed in data, with the data being
softer. This difference is fully covered by the uncertainties.
This trend was also observed in Ref. [14] for the pr ¢ distri-
bution in the 1 — dilepton channel and in the measurement
of the differential ¢7 cross-section in the lepton+jets chan-
nel [78].

In anticipation of the template parameterization described
in Sect. 7, the following restrictions on the three observ-
ables are applied: 125 < m{ggo < 200 GeV, 55 < my° <
110 GeV, and 0.3 < R,rcho < 3. Since in this analysis only
the best permutation is considered, events that do not pass
these requirements are rejected. This removes events in the
tails of the three distributions, which are typically poorly
reconstructed with small likelihood values and do not contain
significant information about mp,. The resulting templates
have simpler shapes, which are easier to model analytically
with fewer parameters. The preselection with these additional
requirements is referred to as the standard selection to distin-
guish it from the boosted decision tree (BDT) optimization
for the smallest total uncertainty in mp, discussed in the
next section.

6 Multivariate analysis and BDT event selection
For the measurement of mp, the event selection is refined

enriching the fraction of events with correct assignments of
reconstruction-level objects to their generator-level counter-

@ Springer

parts which should be better measured and therefore lead
to smaller uncertainties. The optimization of the selection
is based on the multivariate BDT algorithm implemented in
the TMVA package [79]. The reconstruction-level objects
are matched to the closest parton-level object within a AR of
0.1 for electrons and muons and 0.3 for jets. A matched object
is defined as a reconstruction-level object that falls within the
relevant A R of any parton-level object of that type, and a cor-
rect match means that this generator-level object is the one
it originated from. Due to acceptance losses and reconstruc-
tion inefficiencies, not all reconstruction-level objects can
successfully be matched to their parton-level counterparts.
If any object cannot be unambiguously matched, the corre-
sponding event is referred to as unmatched. The efficiency
for correctly matched events €.y, is the fraction of correctly
matched events among all the matched events, and the selec-
tion purity .y is the fraction of correctly matched events
among all selected events, regardless of whether they could
be matched or not.

The BDT algorithm is exploited to enrich the event sample
in events that have correct jet-to-parton matching by reduc-
ing the remainder, i.e. the sum of incorrectly matched and
unmatched events. Using the preselection, the BDT algo-
rithm is trained on the simulated 77 signal sample with
mp = 172.5 GeV. Many variables were studied and only
those with a separation’® larger than 0.1% are used in the
training. The 13 variables chosen for the final training are
given in Table 2. For all input variables to the BDT algo-
rithm, good agreement between the MC predictions and the
data is found, as shown in Fig. le, f for the examples of the
likelihood of the chosen permutation and the opening angle
AR of the two untagged jets associated with the W boson
decay. These two variables also have the largest separation
for the correctly matched events and the remainder. The cor-
responding distributions for the two event classes are shown
in Fig. 2a, b. These figures show a clear separation of the
correctly matched events and the remainder. Half the simu-
lation sample is used to train the algorithm and the other half
to assess its performance. The significant difference between
the distributions of the output value rgpr of the BDT classi-
fier between the two classes of events in Fig. 2¢ shows their
efficient separation by the BDT algorithm. In addition, rea-
sonable agreement is found for the rgpt distributions in the
statistically independent test and training samples. The rgpt
distributions in simulation and data in Fig. 2d agree within
the experimental uncertainties. The above findings justify the
application of the BDT approach to the data.

The full m,, analysis detailed in Sect. 8 is performed,
except for the evaluation of the small method and pile-
up uncertainties described in Sect. 8, for several minimum

> The chosen definition of the separation is given in Eq. (1) of the
TMVA manual [79].
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Fig. 1 Distributions for the events passing the preselection. The data
are shown together with the signal-plus-background prediction, nor-
malized to the number of events observed in the data. The hatched area
is the uncertainty in the prediction as described in the text. The right-
most bin contains all entries with values above the lower edge of this
bin, similarly the leftmost bin contains all entries with values below the
upper edge of this bin. a shows the transverse momentum of the lep-
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ton, b shows the average transverse momentum of the jets, ¢ shows the
transverse momentum of the hadronically decaying top quark, d shows
the transverse momentum of the 77 system, e shows the logarithm of the
event likelihood of the best permutation and f shows the distance AR
of the two untagged jets g; and g from the hadronically decaying W
boson
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Table 2 The input variables to the BDT algorithm sorted by their sep-
aration

Separation (%) Description

31 Logarithm of the event likelihood of the best
permutation, In L

13 AR of the two untagged jets g; and g, from the
hadronically decaying W boson, AR(q, q)

5.0 pt of the hadronically decaying W boson

43 pr of the hadronically decaying top quark

4.2 Relative event probability of the best permutation

2.0 pr of the reconstructed ¢7 system

1.7 pr of the semi-leptonically decaying top quark

1.2 Transverse mass of the leptonically decaying W
boson

0.3 pr of the leptonically decaying W boson

0.3 Number of jets

0.2 AR of the reconstructed b-tagged jets

0.2 Missing transverse momentum

0.1 pr of the lepton

requirements on rgpr in the range of [—0.10, 0.05] in steps
of 0.05 to find the point with smallest total uncertainty. The
total uncertainty in mp together with the various classes
of uncertainty sources as a function of rgpr evaluated in the
BDT optimization are shown in Fig. 3. The minimum require-
ment rgpt = —0.05 provides the smallest total uncertainty in
Mop. The resulting numbers of events for this BDT selection
are given in Table 1. Compared with the preselection, €., is
increased from 0.71 to 0.82, albeit at the expense of a signif-
icant reduction in the number of selected events. The purity
TTem 18 increased from 0.28 to 0.41. In addition, the intrinsic
resolution in myp of the remaining event sample is improved,
i.e. the statistical uncertainty in mp in Fig. 3 is almost con-
stant as a function of rgpT; in particular, it does not scale with
the square root of the number of events retained. For the signal
sample with m,, = 172.5 GeV, the template fit functions for
the standard selection and the BDT selection, together with
their ratios, are shown in Fig. 12 in Appendix A. The shape of
the signal modelling uncertainty derives from a sum of con-
tributions with different shapes. The curves from the signal
Monte Carlo generator and colour reconnection uncertain-
ties decrease, the one from the underlying event uncertainty
is flat, the one from the initial- and final-state QCD radiation
has a valley similar to the sum of all contributions, and finally
the one from the hadronization uncertainty rises.

Some distributions of the observed event kinematics after
the BDT selection are shown in Fig. 4. Good agreement
between the MC predictions and the data is found, as seen
for the preselection in Fig. 1. The examples shown are the
observed W boson transverse mass for the semi-leptonically
decaying top quark in Fig. 4a and the three observables of

@ Springer

the mp analysis (within the ranges of the template fit) in
Fig. 4b—d. The sharp edge observed at 30 GeV in Fig. 4a
originates from the different selection requirements for the
W boson transverse mass in the electron+jets and muon+jets
final states.

7 Template fit

This analysis uses a three-dimensional template fit technique
which determines m), together with the jet energy scale fac-
tors JSF and bJSF. The aim of the multi-dimensional fit to
the data is to measure Mmyop and, at the same time, to absorb
the mean differences between the jet energy scales observed
in data and MC simulated events into jet energy scale fac-
tors. By using JSF and bJSF, most of the uncertainties in
mop induced by JES and bJES uncertainties are transformed
into additional statistical components caused by the higher
dimensionality of the fit. This method reduces the total uncer-
tainty in myop only for sufficiently large data samples. In
this case, the sum in quadrature of the additional statistical
uncertainty in mqp due to the JSF (or bJSF) fit and the resid-
ual JES-induced (or bJES-induced) systematic uncertainty
is smaller than the original JES-induced (or bJES-induced)
uncertainty in mp. This situation was already realized for
the /s = 7 TeV data analysis [9] and is even more advan-
tageous for the much larger data sample of the /s = 8 TeV
data analysis. Since JSF and bJSF are global factors, they do
not completely absorb the JES and bJES uncertainties which
have pt- and n-dependent components.

For simultaneously determining mop, JSF and bJSF, tem-
plates are constructed from the MC samples. Templates of
Mgy’ are constructed with several input myop values used in
the range 167.5-177.5 GeV and for the sample at mp =
172.5 GeV also with independent input values for JSF and
bJSF in the range 0.96—-1.04 in steps of 0.02. Statistically
independent MC samples are used for different input values
of myop. The templates with different values of JSF and bJSF
are constructed by scaling the energies of the jets appropri-
ately. In this procedure, JSF is applied to all jets, while bJSF
is solely applied to b-jets according to the generated quark
flavour. The scaling is performed after the various correction
steps of the jet calibration but before the event selection. This
procedure results in different events passing the BDT selec-
tion from one energy scale variation to another. However,
many events are in all samples, resulting in a large statisti-
cal correlation of the samples with different jet scale factors.
Similarly, templates of m;*° and RZZCO are constructed with
the above listed input values of mp, JSF and bJSF.

Independent signal templates are derived for the three
observables for all m,,-dependent samples, consisting of
the ¢ signal events and single-top-quark production events.
This procedure is adopted because single-top-quark produc-
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Fig. 2 Input and results of the BDT training on #7 signal events for the
preselection. a shows the logarithm of the event likelihood of the best
permutation (In L) for the correctly matched events and the remainder.
Similarly, b shows the distribution of the A R between the two untagged
jets assigned to the W boson decay. ¢ shows the distribution of the BDT
output (rgpt) for the two classes of events for both the training (his-
tograms) and test samples (points with statistical uncertainties). The
compatibility in terms of the x? probability is also listed. The distri-

tion carries information about the top quark mass, and in this
way, mp-independent background templates can be used.
The signal templates are simultaneously fitted to the sum of
a Gaussian and two Landau functions for mig°, to the sum of
two Gaussian functions for m ;7 and to the sum of two Gaus-
sian and one Landau function for RZ‘:ICO. This set of functions
leads to an unbiased estimate of mop, but is not unique. For

the background, the mg:® distribution is fitted to a Landau
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(d) Data-to-simulation comparison for rgp

butions peaking at around rgpr = 0.1 are for the correctly matched
events, the ones to the left are for incorrectly or unmatched events. The
ratio figure shows the difference between the number of events in the
training and test samples divided by the statistical uncertainty in this
difference. Finally, d shows the comparison of the rgpr distributions
observed in data and MC simulation. The hatched area includes the
uncertainties as detailed in the text. The uncertainty bars correspond to
the statistical uncertainties in the data

function, while both the mrv?,co and the RZZCO distributions are
fitted to the sum of two Gaussian functions.

In Fig. 5a-c, the sensitivity of mgy® to the fit parameters
miop, JSF and bJSF is shown by the superposition of the
signal templates and their fits for three input values per varied
parameter. In a similar way, the sensitivity of my to JSF
is shown in Fig. 5d. The dependences of mi5"° on the input

values of mp and bJSF are negligible and are not shown.
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Fig. 3 Various classes of o, uncertainties as a function of the mini-
mum requirement on the BDT output rgpt and for the standard selec-
tion. The total uncertainty (solid line) is the sum in quadrature of the sta-
tistical (dotted line) and total systematic uncertainty (short dash-dotted
line). The total systematic uncertainty consists of the total experimental
(dashed line) and total signal-modelling uncertainty (long dash-dotted
line). The uncertainties in the background estimate are included in
the total experimental uncertainty. The minimum requirement on rgpr
defining the BDT selection is indicated by the vertical black dashed
line. All uncertainties are included except for the method and the pile-
up uncertainties

Consequently, to increase the size of the simulation sample,
the fit is performed on the sum of the mi;° distributions of
the samples with different input top quark masses. Finally,
the sensitivity of RZ‘ZCO to the input values of n1,, and bJSF
is shown in Fig. 5Se, f. The dependence of RZ‘ZCO on JSF (not
shown) is much weaker than the dependence on bJSF.

For the signal, the parameters of the fitting functions for

myep’ depend linearly on mop, JSF and bJSF. The param-
eters of the fitting functions for my;° depend linearly on
JSF. Finally, the parameters of the ﬁttmg functions for RreqCO
depend linearly on mp, JSF and bJSF. For the background,
the dependences of the parameters of the fitting functions
are identical to those for the signal, except that they do not
depend on m,p and that those for RZZCO do not depend on
JSF.

Signal and background probability density functions Ptog

and Pwpg for the mig?, myi"® and Ry distributions are used
in an unbinned likelihood fit to the data for all events, i =
1, ... N. The likelihood function maximized is

Zﬂets

Shape (Miop, ISF, bISF, fike)

= H Puop(mige™" | miop. JSF. ISF, fog)
i=1

x Py (miy®" | ISF, forg)
X Pqu(er’ | miop, JSF, bISF, foke), ey
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with
Puop(mige™" | migp, JSF, bISF, fig)
sig y [
= (1 = fokg) - Pas(mige" | miop. JSF, bISF)
bk 1
+fbkg Py (myop™" | ISF, bISF),

Py (my; ™" |ISF, foke)
= (1 — fikg) - PREmM™S|JSF)
+ fokg - POXEm™1 | ISF),  and
PR, (R " mop, ISF, bISF, fikg)
= (1 — fokg) - PS‘g (R | miop, JSF, bISF)

+ fbkg bkg(Rreco i | bJSF)
where the fraction of background events is denoted by fikg.
The parameters determined by the fit are mp, JSF and bJSF,
while fprg is fixed to its expectation shown in Table 1. It
was verified that the correlations between mgy®, my™ and
erco of p(mrechO I'CCO) = 0.05, p(m{glc)o’ RII;ZCO) = 0.18,
and p(my°, R;*°) = —0.13, are small enough that formu-
lating the likelihood in Eq. (1) as a product of three one-
dimensional likelihoods does not bias the result.
Pseudo-experiments are used to verify the internal con-
sistency of the fitting procedure and to obtain the expected
statistical uncertainty for the data. For each set of parameter
values, 500 pseudo-experiments are performed, each corre-
sponding to the integrated luminosity of the data. To retain the
correlation of the three observables for the three-dimensional
fit, individual events are used. Because this exceeds the num-
ber of available MC events, results are corrected for oversam-
pling [80]. The results of pseudo-experiments for different
input values of mp are obtained from statistically indepen-
dent samples, while the results for different JSF and bJSF are
obtained from statistically correlated samples as explained
above. For each fitted quantity and each variation of input
parameters, the residual, i.e. the difference between the input
value and the value obtained by the fit, is compatible with
zero. The three expected statistical uncertainties are

Ostat (Myop) = 0.389 £ 0.004 GeV,
ostat JSF) = 0.00115 £ 0.00001, and
Ostat (BJSF) = 0.0046 £ 0.0001,

where the values quoted are the mean and RMS of the distri-
bution of the statistical uncertainties in the fitted quantities
from pseudo-experiments. The widths of the pull distribu-
tions are below unity for mqp and the two jet scale factors,
which results in an overestimation of the uncertainty in mqp
of up to 7%. Since this leads to a conservative estimate of the
uncertainty in mp, N0 attempts to mitigate this feature are
made.
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Fig. 4 Distributions for the events passing the BDT selection. The data
are shown, together with the signal-plus-background prediction normal-
ized to the number of events observed in the data. The hatched area is
the uncertainty in the prediction described in the text. The rightmost
bin contains all entries with values above the lower edge of this bin,
similarly the leftmost bin contains all entries with values below the
upper edge of this bin. a shows the W boson transverse mass for the

8 Uncertainties affecting the my,, determination

This section focuses on the treatment of uncertainty sources
of a systematic nature. The same systematic uncertainty
sources as in Ref. [9] are investigated. If possible, the cor-
responding uncertainty in m,, is evaluated by varying the
respective quantities by +1o from their default values, con-
structing the corresponding event sample and measuring the
average mp change relative to the result from the nomi-
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(d) Reconstructed ratio of jet transverse momenta

semi-leptonic top quark decay. The remaining figures show the three
observables used for the determination of mp, where b shows the

reconstructed top quark mass mico’, ¢ shows the reconstructed invariant

top °
mass of the W boson m7;7® and d shows the reconstructed ratio of jet

transverse momenta R;°°°. The three distributions are shown within the
ranges of the template gt

nal MC sample with 500 pseudo-experiments each, drawn
from the full MC sample. In the absence of a 10 varia-
tion, e.g. for the evaluation of the uncertainty induced by the
choice of signal MC generator, the full observed difference is
assigned as a symmetric systematic uncertainty and further
treated as a variation equivalent to a =1¢ variation. Wher-
ever a £1o variation can be performed, half the observed
difference between the +1o and —1lo variation in myp is
assigned as an uncertainty if the m, values obtained from
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Fig. 5 Template parameterizations for signal events, composed of 17
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and e, f show the sensitivity of R;ﬁ;" to mop and bISF. Each template is
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overlaid with the corresponding probability density function from the
combined fit to all templates described in the text. The ratios shown
are calculated relative to the probability density function of the central
sample with mp = 172.5 GeV, JSF = 1 and bJSF = 1
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Table 3 Systematic

uncertainties in myop. The Event selection Js =T1TeV Js =8TeV

measured values of mp are Standard Standard BDT

given together with the

statistical and systematic myop result [GeV] 172.33 171.90 172.08

uncertainties in GeV for the Statistics 0.75 0.38 0.39

standqrd and the BDT .event — Stat. comp. (mtop) 0.23 0.12 0.11

selections. For comparison, the )

result in the 17 — lepton + jets — Stat. comp. (JSF) 0.25 0.11 0.11

channel at /s = 7 TeV from — Stat. comp. (bJSF) 0.67 0.34 0.35

Ref. [9] i.s also listgd. Fgr each Method 0.11 £0.10 0.04 +0.11 0.13+0.11

systematic uncertainty listed, the ;01 \fonte Carlo generator 022 +0.21 0.50 + 0.17 0.16 + 0.17

first value corresponds to the

uncertainty in mop, and the Hadronization 0.18 £0.12 0.05 +0.10 0.15+0.10

SeCO.m_i to .the s.tatistical _ Initial- and final-state QCD radiation 0.32 +0.06 0.28 £ 0.11 0.08 £ 0.11

precision in this uncertainty. An {5 4o1ving event 0.15 + 0.07 0.08 + 0.15 0.08 + 0.15

integer value of zero means that )

the corresponding uncertainty is Colour reconnection 0.11 £0.07 0.37 £ 0.15 0.19 £ 0.15

negligible and therefore not Parton distribution function 0.25 + 0.00 0.08 £ 0.00 0.09 £ 0.00

evaluated. Statistical Background normalization 0.10 £ 0.00 0.04 £ 0.00 0.08 = 0.00

uncertainties quoted as 0.00 are .

smaller than 0.005. The W +jets shape 0.29 £ 0.00 0.05 £ 0.00 0.11 + 0.00

statistical uncertainty in the total Fake leptons shape 0.05 &+ 0.00 0 0

systematic uncertainty i? Jet energy scale 0.58 £0.11 0.63 £ 0.02 0.54 £0.02

calculated from uncertainty Relative b-to-light-jet energy scale 0.06 = 0.03 0.05 £ 0.01 0.03 £ 0.01

propagation. The last line refers

to the sum in quadrature of the Jet energy resolution 022 +£0.11 0.23 £0.03 0.20 £ 0.04

statistical and systematic Jet reconstruction efficiency 0.12 £ 0.00 0.04 £ 0.01 0.02 £ 0.01

uncertainties Jet vertex fraction 0.01 £ 0.00 0.13 £ 0.01 0.09 + 0.01
b-tagging 0.50 £ 0.00 0.37 £ 0.00 0.38 + 0.00
Leptons 0.04 £ 0.00 0.16 £ 0.01 0.16 + 0.01
Missing transverse momentum 0.15 £ 0.04 0.08 £ 0.01 0.05 £ 0.01
Pile-up 0.02 £ 0.01 0.14 £ 0.01 0.15 £ 0.01
Total systematic uncertainty 1.04 £ 0.08 1.07 £0.10 0.82 +0.06
Total 1.28 +0.08 1.13+£0.10 0.91 £ 0.06

the variations lie on opposite sides of the nominal result. If
they lie on the same side, the maximum observed difference
is taken as a symmetric systematic uncertainty. Since the
systematic uncertainties are derived from simulation or data
samples with limited numbers of events, all systematic uncer-
tainties have a corresponding statistical uncertainty, which is
calculated taking into account the statistical correlation of the
considered samples, as explained in Sect. 8.5. The statistical
uncertainty in the total systematic uncertainty is dominated
by the limited sizes of the simulation samples. The resulting
systematic uncertainties are given in Table 3 independent of
their statistical significance. Further information is given in
Tables 8, 9, 10, 11 and 12 in Appendix A. This approach
follows the suggestion in Ref. [81] and relies on the fact
that, given a large enough number of considered uncertainty
sources, statistical fluctuations average out.® The uncertainty
sources are designed to be uncorrelated with each other, and

6 In the limit of many small systematic uncertainties with large statis-
tical uncertainties, this procedure on average leads to an overestimate
of the total systematic uncertainty.

thus the total uncertainty is taken as the sum in quadrature of
uncertainties from all sources. The individual uncertainties
are compared in Table 3 for three cases: the standard selec-
tion for the /s = 7 TeV [9] and 8 TeV data and the BDT
selection for \/s = 8 TeV data. Many uncertainties in mqp
obtained with the standard selection at the two centre-of-mass
energies agree within their statistical uncertainties such that
the resulting total systematic uncertainties are almost iden-
tical. Consequently, repeating the /s = 7 TeV analysis on
/s = 8 TeV data would have only improved the statistical
precision. The picture changes when comparing the uncer-
tainties in /s = 8 TeV data for the standard selection and
the BDT selection. In general, the experimental uncertainties
change only slightly, with the largest reduction observed for
the JES uncertainty. In contrast, a large improvement comes
from the reduced uncertainties in the modelling of the ¢7 sig-
nal processes as shown in Table 3. This, together with the
improved intrinsic resolution in m)p, more than compen-
sates for the small loss in precision caused by the increased
statistical uncertainty. The individual sources of systematic
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uncertainties and the evaluation of their effect on mp are
described in the following.

8.1 Statistics and method calibration

Uncertainties related to statistical effects and the method cal-
ibration are discussed here.

Statistical: The quoted statistical uncertainty consists of
three parts: a purely statistical component in 71, and the con-
tributions stemming from the simultaneous determination of
JSF and bJSF. The purely statistical component in mygyp is
obtained from a one-dimensional template method exploit-
ing only the m5:° observable, while fixing the values of JSF
and bJSF to the results of the three-dimensional analysis. The
contribution to the statistical uncertainty in the fitted param-
eters due to the simultaneous fit of 7, and JSF is estimated
as the difference in quadrature between the statistical uncer-
tainty in a two-dimensional fit to mig:® and m'y"® while fix-
ing the value of bJSF and the one-dimensional fit to the data
described above. Analogously, the contribution of the statis-
tical uncertainty due to the simultaneous fit of 7, together
with JSF and bJSF is defined as the difference in quadrature
between the statistical uncertainties obtained in the three-
dimensional and the two-dimensional fits to the data. This
separation allows a comparison of the statistical sensitivities
of the myop estimator used in this analysis, to those of anal-
yses exploiting a different number of observables in the fit.
In addition, the sensitivity of the estimators to the global jet
energy scale factors can be compared directly. These uncer-
tainties are treated as uncorrelated uncertainties in 7, com-
binations. Together with the systematic uncertainty in the
residual jet energy scale uncertainties discussed below, they
directly replace the uncertainty in m, from the jet energy
scale variations present without the in situ determination.

Method: The residual difference between fitted and gen-
erated mop when analysing a template from a MC sample
reflects the potential bias of the method. Consequently, the
largest observed fitted mop residual and the largest observed
statistical uncertainty in this quantity, in any of the five signal
samples with different assumed values of mop, is assigned
as the method calibration uncertainty and its corresponding
statistical uncertainty, respectively. This also covers effects
from limited numbers of simulated events in the templates
and potential deficiencies in the template parameterizations.

8.2 Modelling of signal processes

The modelling of t7 — lepton + jets events incorporates
a number of processes that have to be accurately described,
resulting in systematic effects, ranging from the ¢7 production
to the hadronization of the showered objects.
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Thanks to the restrictive event-selection requirements, the
contribution of non-t¢ processes, comprising the single-top-
quark process and the various background processes, is very
low. The systematic uncertainty in mop from the uncertainty
in the single-top-quark normalization is estimated from the
corresponding uncertainty in the theoretical cross-section
given in Sect. 3. The resulting systematic uncertainty is small
compared with the systematic uncertainty in the 7 production
and is consequently neglected. For the modelling of the sig-
nal processes, the consequence of including single-top-quark
variations in the uncertainty evaluation was investigated
for various uncertainty sources and found to be negligible.
Therefore, the single-top-quark variations are not included
in the determination of the signal event uncertainties.

Signal Monte Carlo generator: The full observed differ-
ence in fitted myp between the event samples produced
with the POWHEG- BoX and MC@NLO [82,83] programs
is quoted as a systematic uncertainty. For the renormaliza-
tion and factorization scales the POWHEG- BOX sample uses
the function given in Sect. 3, while the MC@NLO sample

uses URF = \/thOP + O.S(p%’t + p%’t-). Both samples are

generated with a top quark mass of mp = 172.5 GeV with
the CT10 PDFs in the matrix-element calculation and use
the HERWIG and JIMMY programs with the ATLAS AUET2
tune [47].

Hadronization: To cover the choice of parton shower and
hadronization models, samples produced with the POWHEG-
Box program are showered with either the PYTHIAG pro-
gram using the P2011C tune or the HERWIG and JIMMY pro-
grams using the ATLAS AUET?2 tune. This includes different
approaches in shower modelling, such as using a pt-ordered
parton showering in the PYTHIA program or angular-ordered
parton showering in the HERWIG program, the different par-
ton shower matching scales, as well as fragmentation func-
tions and hadronization models, such as choosing the Lund
string model [84,85] implemented in the PYTHIA program
or the cluster fragmentation model [86] used in the HERWIG
program. The full observed difference between the samples
is quoted as a systematic uncertainty.

As shown in Fig. 1, the distributions of transverse
momenta in data are slightly softer than those in the
POWHEG+PYTHIA MC simulation samples. Similarly to
what was observed in the ¢t — dilepton channel for the
pr.e» distribution, in the t# — lepton + jets channel the
POWHEG+HERWIG sample is much closer to the data for sev-
eral distributions of transverse momenta. The pr paq distri-
bution is much better described by the POWHEG+HERWIG
sample as was also observed in Ref. [78]. In addition, but
to a lesser extent, the MC@NLO sample used to assess the
signal Monte Carlo generator uncertainty and the samples to
assess the initial- and final-state QCD radiation uncertainty
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discussed next also lead to a softer distribution in simulation.
Given this, the observed difference in the pr hag distribution
is covered by a combination of the signal-modelling uncer-
tainties given in Table 3.

Despite the fact that the JES and bJES are estimated
independently using dijet and other non-zz samples [63],
some double-counting of hadronization-uncertainty-induced
uncertainties in the JES and mop cannot be excluded. This
was investigated closely for the ATLAS top quark mass mea-
surement in the 17 — lepton + jets channel at /s = 7 TeV.
The results in Ref. [87] revealed that the amount of double-
counting of JES and hadronization effects for the 17 —
lepton + jets channel is small.

Initial- and final-state QCDradiation (ISR/FSR): ISR/FSR
leads to a higher jet multiplicity and different jet energies than
the hard process, which affects the distributions of the three
observables. The uncertainties due to ISR/FSR modelling are
estimated with samples generated with the POWHEG- BOX
program interfaced to the PYTHIA6 program for which the
parameters of the generation are varied to span the ranges
compatible with the results of measurements of 77 produc-
tion in association with jets [88—90]. This uncertainty is eval-
uated by comparing two dedicated samples that differ in
several parameters, namely the QCD scale Aqcp, the trans-
verse momentum scale for space-like parton-shower evolu-
tion Qrznax, the hgamp parameter [91] and the P2012 RADLO
and RADHI tunes [30]. In Ref. [90], it was shown that a num-
ber of final-state distributions are better accounted for by the
POWHEG+PYTHIA samples with hdamp = mtop. Therefore,
these samples are used for evaluating this uncertainty, tak-
ing half the observed difference between the up variation and
the down variation sample. Because the parameterizations for
the template fit to data are obtained from POWHEG+PYTHIA
samples using hgamp = 00, it was verified that, consider-
ing the method uncertainty quoted in Table 3, applying the
same functions to the hgamp = Mmop samples leads to a result
compatible with the input top quark mass.

Underlying event: To reduce statistical fluctuations in the
evaluation of this systematic uncertainty, the difference in
underlying-event modelling is assessed by comparing a pair
of POWHEG- BOX samples based on the same partonic events
generated with the CT10 PDFs. A sample with the P2012 tune
is compared with a sample with the P2012 MPIHI tune [30],
with both tunes using the same CTEQ6L1 PDFs [92] for par-
ton showering and hadronization. The Perugia 2012 MPIHI
tune provides more semi-hard multiple parton interactions
and is used for this comparison with identical colour recon-
nection parameters in both tunes. The full observed differ-
ence is assigned as a systematic uncertainty.

Colour reconnection: This systematic uncertainty is esti-
mated using a pair of samples with the same partonic events
as for the underlying-event uncertainty evaluation but with

the P2012 tune and the P2012 LOCR tune [30] for parton
showering and hadronization. The full observed difference
is assigned as a systematic uncertainty.

Parton distribution function (PDF): The PDF systematic
uncertainty is the sum in quadrature of three contributions.
These are the sum in quadrature of the differences in fit-
ted myop for the 26 eigenvector variations of the CT10 PDF
and two differences in mop obtained from reweighting the
central CT10 PDF set to the MSTW2008 PDF [39] and the
NNPDF2.3 PDF [42].

8.3 Modelling of background processes

Uncertainties in the modelling of the background processes
are taken into account by variations of the corresponding
normalizations and shapes of the distributions.

Background normalization: The normalizations are varied
for the data-driven background estimates according to their
uncertainties. For the negligible contribution from diboson
production, no normalization uncertainty is evaluated.

Background shape: For the W+jets background, the shape
uncertainty is evaluated from the variation of the heavy-
flavour fractions. The corresponding uncertainty is small.
Given the very small contribution from Z+jets, diboson and
NP/fake-lepton backgrounds, no shape uncertainty is evalu-
ated for these background sources.

8.4 Detector modelling

The level of understanding of the detector response and of
the particle interactions therein is reflected in numerous sys-
tematic uncertainties.

Jet energy scale (JES): The JES is measured with a relative
precision of about 1% to 4%, typically falling with increas-
ing jet pr and rising with increasing jet |n| [93,94]. The
total JES uncertainty consists of more than 60 subcompo-
nents originating from the various steps in the jet calibration.
The number of these nuisance parameters is reduced with
a matrix diagonalization of the full JES covariance matrix
including all nuisance parameters for a given category of the
JES uncertainty components.

The analyses of /s = 7 TeV and /s = 8 TeV data
make use of the EM+JES and LCW+GSC [93] jet calibra-
tions, respectively. The two calibrations feature different sets
of nuisance parameters, and the LCW+GSC calibration gen-
erally has smaller uncertainties than the EM+JES calibra-
tion. While the pile-up correction for the jet calibration for
/s = 7 TeV data only depends on the number of primary
vertices (nyx ) and the mean number of interactions per bunch
crossing (i), a pile-up subtraction method based on jet area
is introduced for the /s = 8 TeV data. Terms to account
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for uncertainties in the pile-up estimation are added. They
depend on the jet pt and the local transverse momentum
density. In addition, the punch-through uncertainty, i.e. an
uncertainty for jets that penetrate through to the muon spec-
trometer, is added. The final reduced number of nuisance
parameters for the /s = 8 TeV analysis is 25. The JES-
uncertainty-induced uncertainty in mqp is the dominant sys-
tematic uncertainty for all results shown in Table 3. When
only a one-dimensional fit to m;g;” or a two-dimensional fit
to migy” and mYy® is done, this uncertainty is 0.99 GeV or
0.74 GeV, respectively.

Relative b-to-light-jet energy scale (bJES): The bJES
uncertainty is an additional uncertainty for the remaining
differences between b-jets and light-jets after the global JES
is applied, and therefore the corresponding uncertainty is
uncorrelated with the JES uncertainty. An additional uncer-
tainty of 0.2% to 1.2% is assigned to b-jets, with the low-
est uncertainty for b-jets with high transverse momenta [63].
Due to the determination of bJSF, the bJES uncertainty leads
to a very small contribution to the uncertainty in mp in
Table 3. However, performing only a two-dimensional fit to
mygp” and my® would result in an uncertainty of 0.47 GeV
from this source.

Jet energy resolution (JER): The JER uncertainty is deter-
mined following an eigenvector decomposition strategy sim-
ilar to the JES systematic uncertainties [93,94]. The 11 com-
ponents take into account various effects evaluated from
simulation-to-data comparisons including calorimeter noise
terms in the forward region. The corresponding uncertainty
in myop is the sum in quadrature of the components of the
eigenvector decomposition.

Jet reconstruction efficiency (JRE): This uncertainty is
evaluated by randomly removing 0.23% of the jets with
pt < 30 GeV from the simulated events prior to the event
selection to reflect the precision with which the data-to-
simulation JRE ratio is known [62]. The fitted mop differ-
ence between the varied sample and the nominal sample is
taken as a systematic uncertainty.

Jet vertex fraction (JVF): When summing the scalar pt of
all tracks in a jet, the JVF is the fraction contributed by tracks
originating at the primary vertex. The uncertainty in mop is
evaluated by varying the requirement on the JVF within its
uncertainty [65].

b-tagging: Mismodelling of the b-tagging efficiency and
mistag rate is accounted for by the application of jet-specific
scale factors to simulated events [66]. These scale factors
depend on jet pr, jet n and the underlying quark flavour. The
ones used in this analysis are derived from dijet and t7 —
dilepton [66] events. They are the same as those used for
the measurement of np in the tt — dilepton channel [14].
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Similarly to the JES uncertainties, the b-tagging uncertain-
ties are estimated by using an eigenvector approach, based on
the b-tagging calibration analysis [66—68]. They include the
uncertainties in the b-tagging, c¢/7-tagging and mistagging
scale factors. This uncertainty in mqp is derived by vary-
ing the scale factors within their uncertainties and adding
the resulting fitted differences in quadrature. In this proce-
dure, uncertainties that are considered both in the b-tagging
calibration and as separate sources in the mop analysis are
taken into account simultaneously by applying the corre-
sponding varied b-tagging scale factors together with the
varied sample when assessing the corresponding uncertainty
in myp. The final uncertainty is the sum in quadrature of
these independent components. Compared with the result
from /s = 7 TeV data, this uncertainty is reduced by about
one third for both the standard and BDT event selections in
accordance with the improvements made in the calibrations
of the b-tagging algorithm [66,67].

Leptons: The lepton uncertainties are related to the elec-
tron energy or muon momentum scale and resolution, as well
as trigger, isolation and identification efficiencies. These are
measured very precisely in high-purity J/y¥» — £t¢~ and
Z — ¢1¢~ data[57,58,95]. For each component, the corre-
sponding uncertainty is propagated to the analysis by varia-
tion of the respective quantity. The changes are propagated
to the E‘TniSS as well.

Missing transverse momentum: The remaining contribu-
tion to the missing-transverse-momentum uncertainty stems
from the uncertainties in calorimeter-cell energies associ-
ated with low- pr jets (7 GeV < pt < 20 GeV) without any
corresponding reconstructed physics object or from pile-up
interactions. They are accounted for as described in Ref. [69].
The corresponding uncertainty in mp is small.

Pile-up: Besides the component treated in the JES uncer-
tainty, the residual dependence of the fitted mp on the
amount of pile-up activity and a possible mismodelling of
pile-up in MC simulation is determined. For this, the np
dependence in bins of ny and w is determined for data and
MC simulated events. Within the statistical uncertainties, the
slopes of the linear dependences of m,p observed in data and
predicted by the MC simulation are compatible. The same is
true for JSF and bJSF. The final effect on the measurement is
assessed by a convolution of the linear dependence with the
respective nyi and p distributions observed for data and MC
simulated events. The maximum of the ny and u effects is
assigned as an uncertainty due to pile-up. The pile-up con-
ditions differ between the v/s = 7 and 8 TeV data. For the
BDT selection of /s = 8 TeV data used here, the average
of the mean number of inelastic pp interactions per bunch
crossing is (i) = 20.3 and the average number of recon-
structed primary vertices is about nyx = 9.4, to be compared
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with (1) = 8.8 and nyx = 7.0 for \/s = 7 TeV data [65].
The corresponding uncertainty is somewhat larger than for
/s =7 TeV data but still small.

8.5 Statistical precision of systematic uncertainties

The systematic uncertainties quoted in Table 3 carry statisti-
cal uncertainties themselves. In view of a combination with
other measurements, the statistical precision o from a com-
parison of two samples (1 and 2) is determined for each uncer-
tainty source based on the statistical correlation piy of the
underlying samples using 0% = 012 —|—022 —2p120107. The sta-
tistical correlation is expressed as a function of the fraction of
shared events of both samples p12 = +/N12/N| - Nj2/N; =
Ni2/+/Ni - N2, with N; and N> being the unweighted
numbers of events in the two samples and N> being the
unweighted number of events present in both samples. The
size of the MC sample at mp = 172.5 GeV results in a
statistical precision in mp of about 0.1 GeV. Most estima-
tions are based on the same sample with only a change in a
single parameter, such as lepton energy scale uncertainties.
This leads to a high correlation of the central m o, values and
a correspondingly low statistical uncertainty in their differ-
ence. Others, which do not share the same generated events
or exhibit other significant differences, have a lower correla-
tion, and the corresponding statistical uncertainty is higher,
such as in the case of the signal-modelling uncertainty. The
statistical uncertainty in the total systematic uncertainty is
calculated from the individual statistical uncertainties by the
propagation of uncertainties.

9 Results
For the BDT selection, the likelihood fit to the data results in

mop = 172.08 £ 0.39 (stat) GeV,
JSF = 1.005 =+£0.001 (stat), and
bJSF = 1.008 = 0.005 (stat).

The statistical uncertainties are taken from the parabolic
approximation of the likelihood profiles. The expected statis-
tical uncertainties, calculated in Sect. 7, are compatible with
those. The correlation matrices of the three variables with i
=0, 1 and 2 corresponding to mp, JSF and bJSF are

1 -0.27 —0.92
psat = | =027 1-0.02 | and
—0.92 —-0.02 1
1 -0.30 —-0.39
Prot = —0.30 1 -0.42

—0.39 -0.42 1

The upper matrix corresponds to the correlations for statisti-
cal uncertainties only, while the lower matrix is obtained by
additionally taking into account all systematic uncertainties.

Figure 6 shows the mg:°, my® and RZZCO distributions in
the data with statistical uncertainties together with the cor-
responding fitted probability density functions for the back-
ground alone and for the sum of signal and background. The
uncertainty band attached to the fit to data is obtained in the
following way. At each point in m{gg’, my° and R,rf;[co, the
band contains 68% of all fit function values obtained by ran-
domly varying mop, JSF and bJSF within their total uncer-
tainties and taking into account their correlations. The waist
in the uncertainty band is caused by the usage of normalized
probability density functions. The band visualises the vari-
ations of the three template fit functions caused by all the
uncertainties in mp listed in Table 3. The total uncertainty
in all three fitted parameters is dominated by their systematic
uncertainty. Therefore, the band shown is much wider than
the band that would be obtained by fitting to the distributions
with statistical uncertainties only.

The measured value of myp in the 17 — lepton + jets
channel at /s = 8 TeV is

Mmyp = 172.08 £ 0.39 (stat) £ 0.82 (syst) GeV

with a total uncertainty of 0.91 GeV. The statistical precision
of the systematic uncertainty is 0.06 GeV. This result corre-
sponds to a 19% improvement on the result obtained using
the standard selection on the same data. Compared with the
result in the 17 — lepton + jets channel at /s = 7 TeV, the
improvement is 29%. On top of the smaller statistical uncer-
tainty, the increased precision is mainly driven by smaller
theory modelling uncertainties achieved by the BDT selec-
tion. The larger number of events in the /s = 8 TeV datasetis
effectively traded for lower systematic uncertainties, result-
ing in a significant gain in total precision. The new ATLAS
result in the 17 — lepton + jets channel is more precise than
the result from the CDF experiment, but less precise than
the CMS and DO results, measured in the same channel, as
shown in Fig. 14b in Appendix B.

10 Combination with previous ATLAS results

This section presents the combination of the six mp results
of the ATLAS analyses in the tf — dilepton, tf —
lepton + jets and tf — alljets channels at centre-of-mass
energies of /s = 7 and 8 TeV. The treatment of the results
that are input to the combinations are described, followed by
a detailed explanation of the evaluation of the estimator cor-
relations for the various sources of systematic uncertainty.
The compatibilities of the measured myop values are inves-
tigated using a pairwise x2 for all pairs of measurements
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Fig. 6 Results of the likelihood fit to the data. The figures show the
data distributions of the three observables with statistical uncertainties
together with the fitted probability density function for the background
alone (barely visible at the bottom of the figure) and for the sum of
signal and background. The uncertainty band corresponds to the one

and by evaluating the compatibility of selected combinations.
Finally, the six results are combined, displaying the effect of
individual results on the combined result.

10.1 Inputs to the combination and categorization of
uncertainties

The measured values of the individual analyses and their
statistical and systematic uncertainties are given in Table 4.
For each result, the evaluated systematic uncertainties are
shown together with their statistical uncertainties. The sta-
tistical uncertainties in the total systematic uncertainties and
the total uncertainties are obtained from the propagation of
uncertainties.’

7 For the previous results in the 7 — dilepton and 17 — lepton + jets
channels, the values quoted for the statistical uncertainties in the total
systematic uncertainties differ from the ones in the original publications,
where just the sum in quadrature of the statistical uncertainties in the
individual systematic uncertainties was used.
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standard deviation total uncertainty in the fit function. It is based on the
total uncertainty in the three fitted parameters as explained in the text.
a shows the distribution of the reconstructed top quark mass m;g;°, b

shows the distribution of the reconstructed W boson mass miy® and ¢

shows the reconstructed ratio of jet transverse momenta erfq“’

For the combinations to follow, the combined uncertain-
ties for the previous results, namely 17 — dilepton and t7 —
lepton + jets at /s = 7 TeV from Ref. [9], 17 — alljets
at /s = 7 TeV from Ref. [96], 17 — dilepton at /s = 8 TeV
from Ref. [14] and tf — alljets at /s = 8 TeV from
Ref. [74], were all re-evaluated. In all cases, the numbers
agree to within 0.01 GeV with the original publications,
which in any case is the rounding precision due to the preci-
sion of some of the inputs. On top of this, the results listed in
Table 4 differ in some aspects from the original publications
as explained below.

The combination follows the approach developed for the
combination of /s = 7 TeV analyses in Ref. [9], including
the evaluation of the correlations given in Sect. 10.2 below.
The treatment of uncertainty categories for the 1f — dilepton
and 1f — lepton + jets measurements at /s = 7 TeV
exactly follows Ref. [9]. The uncertainty categorizations for
the tf — alljets measurements at /s = 7 and 8 TeV
from Refs. [74,96] closely follow this categorization but have
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some extra, analysis-specific sources of uncertainty, as shown
in Table 4. In addition, the 7 — all jets result at /s = 8 TeV
from Ref. [74] is based on a different treatment of the PDF-
uncertainty-induced uncertainty in mop. To allow the evalu-
ation of the estimator correlations also for this uncertainty in
Miop, for this combination, the respective uncertainty is newly
evaluated according to the prescription given in Sect. 8.

For the 1 — alljets result at /s = 7 TeV the statistical
precisions in the systematic uncertainties were not evaluated
in Ref. [9] but were calculated for this combination. For the
tt — alljets result at /s = 8 TeV in Ref. [74], for some
of the sources, the statistical uncertainty in the systematic
uncertainty was not evaluated, such that the quoted statistical
uncertainty in the total systematic uncertainty is a lower limit.

For the mapping of uncertainty categories for data taken
at different centre-of-mass energies, the choice of Ref. [14]
is employed. The most complex cases are the uncertainties
involving eigenvector decompositions, such as the JES and
b-tagging scale factor uncertainties, and the uncertainty cate-
gories that do not apply to all input measurements. The JES-
uncertainty-induced uncertainty in m, is obtained from a
number of JES subcomponents. Some JES subcomponents
have an equivalent at the other centre-of-mass energy and oth-
ers do not. As in Ref. [14], the JES subcomponents without
an equivalent at the other centre-of-mass energy are treated
as independent, resulting in vanishing estimator correlations
for that part of the covariance matrix. For the remaining sub-
components, the estimator correlations are partly positive and
partly negative. As an example, for the flavour part of the
JES-uncertainty-induced uncertainty in mop, the two most
precise results, the t7 — dilepton and ¢ — lepton + jets
measurements at /s = 8 TeV, are negatively correlated.
Consequently, for this pair, the resulting estimator correla-
tion for the total JES-induced uncertainty in oy is also neg-
ative. At the quoted precision, the two assumptions about the
equivalence of the JES subcomponents between the datasets
at the two centre-of-mass energies, i.e. the weak and strong
correlation scenarios described in Table 10 in Appendix A,
leave the combined value and uncertainty unchanged.

Following Ref. [14], the /s = 7 and 8 TeV measurements
are treated as uncorrelated for the nuisance parameters of the
b-tagging, c/t-tagging, mistagging and JER uncertainties.
In Ref. [14] it was shown that a correlated treatment of the
flavour-tagging nuisance parameters results in an insignifi-
cant change in the combination. For the statistical, method
calibration, MC-based background shape at /s = 7 and
8 TeV, and the pile-up uncertainties in myp, the measure-
ments are assumed to be uncorrelated. Details of the evalu-
ation of the correlations for all remaining systematic uncer-
tainties are discussed below.

@ Springer

10.2 Mathematical framework and evaluation of estimator
correlations

All combinations are performed using the best linear unbi-
ased estimate (BLUE) method [97,98] in a C++ implementa-
tion described in Ref. [99]. The BLUE method uses a linear
combination of the inputs to combine measurements. The
coefficients (BLUE weights) are determined via the mini-
mization of the variance of the combined result. They can
be used to construct measures for the importance of a given
single measurement in the combination [98]. For any combi-
nation, the measured values x;, the list of uncertainties o;; and
the correlations p; i of the estimators (i, j) for each source
of uncertainty (k) have to be provided. For all uncertain-
ties, a Gaussian probability distribution function is assumed.
For the uncertainties in mop for which the measurements are
correlated, when using =10 variations of a systematic effect,
e.g. when changing the bJES by £ 10, there are two possibili-
ties. When simultaneously applying a variation for a system-
atic uncertainty, e.g. 4+ 1o for the bJES, to a pair (i, j) of mea-
surements, e.g. the t7 — lepton + jets and 7 — dilepton
measurements at /s = 8 TeV, both analyses can result in
a larger or smaller mop value than the one obtained for the
nominal case (full correlation, p;jx = 1), or one analysis
can result in a larger and the other in a smaller value (full
anti-correlation, p;jx = —1). Consequently, an uncertainty
from a source only consisting of a single variation, such as
the bJES-uncertainty-induced uncertainty or the uncertainty
related to the choice of MC generator for signal events, results
in a correlation of p;jx = 1. The estimator correlations
for composite uncertainties are evaluated by calculating the
correlation from the subcomponents. As an example, for the
tt — lepton + jetsresultat /s = 8 TeV, the subcomponents
of the JES uncertainty are shown in Table 10 in Appendix A.
For any pair of measurements (7, j), this evaluation is done
by adding the covariance terms of the subcomponents k with
pijk = %1 and dividing by the total uncertainties for that
source. The resulting estimator correlation is

Ncomp
i PijkOiKO ik
0i0;

Pij =

comp

The quantity o7 = II{V: " 0% is the sum of the single sub-
component variances in analysis i. This procedure is applied
to all uncertainty sources that consist of more than one sub-
component to reduce the large list of uncertainty subcompo-
nents per estimator of O(100) to a suitable number of uncer-
tainty sources, i.e. to those given in Table 4. Since the full
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Fig. 7 The pairwise shifts in m, when simultaneously varying a pair
of measurements for a systematic uncertainty or a subcomponent of a
systematic uncertainty. a, b show the correlations of the 17 — dilepton
measurement at /s = 8 TeV with the two other measurements at the
same centre-of-mass energy for all sources of uncertainty for which
the estimators are correlated. ¢ shows the correlations of the present

covariance matrix is independent of how the subsets are cho-
sen, this does not affect the combination.

For the three analyses, the evaluated shifts in m, per
dilepton

uncertainty subcomponent are referred to as Am,"

Amf(;;;]ets and Amf(l)gets. They are shown in Fig. 7 for the
various uncertainty subcomponents in selected pairs of anal-
yses. The pairs using the results from /s = 8 TeV data
are shown in Fig. 7a—c, while Fig. 7d is for the two anal-
yses in the ¢t — lepton + jets channel at the two centre-
of-mass energies. Each point represents the observed shifts
for a systematic uncertainty or a subcomponent of a system-
atic uncertainty together with a cross, indicating the corre-
sponding statistical precision in the systematic uncertainty in
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measurement with the 17 — alljets measurement at /s = 8 TeV,
while d shows the correlations of the present measurement with the
tf — lepton + jets measurement at /s = 7 TeV. The crosses indi-
cate the statistical uncertainty in the systematic uncertainties. The solid
points indicate the fully correlated cases, and the open points indicate
the anti-correlated ones

the two results. The solid points indicate the fully correlated
cases, and the open points indicate the anti-correlated ones.®

For many significant sources of uncertainty in Fig. 7a,
the tf — lepton + jets and 7 — dilepton measurements
are anti-correlated. As shown in Ref. [9], this is caused by
the in situ determination of the JSF and bJSF in the three-
dimensional t7 — lepton + jets analysis. In contrast, for
most sources of uncertainty, a positive estimator correlation
is observed for the tf — dilepton and ¢t7 — all jets measure-
ments at /s = 8 TeV, shown in Fig. 7b. The prominent

8 In the course of including more results into the combination of
Ref. [14], the definitions of the variations were homogenized while
leaving the estimator correlations unchanged. As a consequence, for the
corresponding figures some of the points now are located in the respec-
tive other quadrant, e.g. for the t7 — dilepton result at /s = 8 TeV.
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Table 5 The pairwise correlations p;j; of the six measurements
i,j = 0,...,5 of myp for each source of systematic uncertainty
k=0,...,22, along with the total estimator correlations and the com-
patibility of the measurements using X,~2j from Eq. (2). The indices i and
j are O for tf — dilepton at /s = 7 TeV, 1 for tf — lepton + jets
at i/s = 7 TeV, 2 for t7 — alljets at /s = 7 TeV, 3 for t7 — dilepton
at /s = 8 TeV, 4 for t7 — lepton + jets at /s = 8 TeV, and 5

for 17 — alljets at /s = 8 TeV. The correspondence of the indices
k = 0,...,22 and the sources of systematic uncertainty are given in
Table 4. Correlations that are assigned, or cannot be evaluated because
one uncertainty in the covariance term is zero at the quoted precision,
are given as integer values, while evaluated correlations are shown as
real values

L+jets

k mgs " 7 TeV Mg 7 Tev mig 7 TeV mgs?" 8TV m 8 TV
i=0 i=1 i=2 i=3 i=4
£01 £02 £03 £04 P05 P12 P13 P14 P15 P23 024 025 P34 P35 P45

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

2 1.00 —1.00 1.00 1.00 1.00 —1.00 1.00 1.00 1.00 —1.00 —1.00 —1.00 1.00 1.00 1.00

3 100 1.00 1.00 —1.00 —1.00 1.00 1.00 —1.00 —1.00 1.00 —1.00 —1.00 —1.00 —1.00 1.00

4 —1.00 1.00 1.00 1.00 1.00 —1.00 —1.00 —1.00 —1.00 1.00 100 100 100 1.00 1.00

5 100 100 100 100 —1.00 —1.00 —1.00 —1.00 1.00 100 100 —1.00 100 —1.00  —1.00

6  —1.00 100 100 —1.00 —1.00 —1.00 —1.00 1.00 100 100 —1.00 —1.00 —1.00 —1.00 1.00

7 053 022 —002 072 —061 —036 —032 072 —081 041 —0.05 027 —048 040  —0.76

8 100 0 031 —077 0 0 031 —074 0 0 0 0 —006 0 0

9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

10 020 0 0 0 0 0 027 0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

12 —024 086 036 018 036 010 004 —029 013 041 009 042 —054 098  —0.57

13 .00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.0 1.00 1.00 1.00 1.00 1.00 1.00

14 —1.00 1.00 0 0 0 —100 0 0 0 0 0 0 022 —007  —0.17

15 .00 1.00 1.00 1.00 0 .00 1.00 1.00 0 100 100 0 100 0 0

16 —1.00 1.00 —1.00 —1.00 —1.00 —1.00 1.00 1.00 1.00 —1.00 —1.00 —1.00 1.00 1.00 1.00

17 —0.80 —0.03 0 0 0 0 0 0 0 0 0 0  -023 1 1

18 035 0 093 —008 042 0 —051 —0.17 002 0 0 0 011 028  —0.36

19 000 —026 —026 —0.12 004 084 026 022 016 0 0 0 097 0.86 0.96

20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

21 0 0 0 0 0 0 0 0 0 0 0 .00 0 0 0

2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Total —0.07 042 052 006 008 —001 —0.00 —0.07 —0.02 029 —0.06 —0.01 —0.19 0.32 0.00

X3 055 051 044 109 000 150 0.18 002 064 137 206 039 045 037 1.25

exception is the hadronization-uncertainty-induced uncer-
tainty in myp, i.e. the single largest uncertainty in the
tr — alljets measurement at /s = 8 TeV, for which
the two measurements are anti-correlated. On the contrary,
the 1f — lepton + jets and 7 — all jets measurements at
/s = 8 TeV, shown in Fig. 7c, are positively correlated for
this uncertainty. Finally, the r7 — lepton + jets measure-
ments at the two centre-of-mass energies in Fig. 7d show a
rather low correlation. The correlations per source of uncer-
tainty and the total estimator correlations are summarized in
Table 5.

The improvement in the combination obtained by the
use of evaluated correlations compared with using estima-
tor correlations assigned solely by physics assessments (here
referred to as assigned correlations) is quantified using an

@ Springer

example. Using the choices of assigned correlations from
Ref. [11] for the ATLAS results in the r7 — dilepton
and 17 — lepton + jets channels at /s = 7 TeV listed
in Table 4 gives a combined value of my, = 172.91 &
0.50 (stat) & 1.05 (syst) GeV compared with mgp
172.99 £ 0.48 (stat) £ 0.78 (syst) GeV. The significant
improvement in the precision of the combination demon-
strates the particular importance of evaluating the correla-
tions.

For the combinations presented in this paper, most esti-
mator correlations could be evaluated. The most prominent
exception is for the b-tagging uncertainty, where the 17 —
all jets measurement at /s = 8 TeV is based on a different
b-tagging algorithm and calibration than the ¢ — dilepton
and 7 — lepton + jets measurements at /s = 8 TeV. It
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was verified that assignments of the estimator correlations of
pisk € [—1, 1], withi = 3,4 and k = 17, yield insignificant
differences in the full combination. Estimator correlations of
pis = 1 are assigned for this case, as this choice gives the
largest uncertainty in the combination. A similar situation
arises for the data-driven all-jets background uncertainty in
the two 17 — all jets measurements, where the method used
for the background estimate is similar but not identical for
the two measurements. Consequently, the conservative ad
hoc assignment of prs; = 1 was also made for this source
k=11.

10.3 Compeatibility of the inputs and selected combinations

Before any combination is performed, the compatibility of
the input results is verified. For each pair of results, their
compatibility is expressed by the ratio of the squared differ-
ence between the pair of measured values and the uncertainty
in this difference [98] as

2
(xi —x;)
02402 —2pjicio;
i j ijOi0 ]

2

2 _
Xij =

The corresponding values are given in Table 5. Analysing the
Xf,' values reveals good x? probabilities, with the smallest
x? probability being P(x2, 1) = 15%. The largest sum of
xl.zj values by far is observed for the 17 — all jets result at
s =7TeV.

The dependences of the combined values and their uncer-
tainties on the total correlation for pairwise combinations of
results are analysed. The dependences for pairs of the three
results from /s = 8 TeV data are shown in Fig. 8. The largest
information gain is achieved by combining the tf — dilepton
and tf — lepton + jets results at /s = 8 TeV, shown in
Fig. 8a, b, which are anti-correlated, i.e. p = —0.19.

Based on Tables 4 and 5, selected combinations are
analysed, yielding the results given in Table 6 and shown
in Fig. 9. The BLUE weights and the pulls® of the results are
given in Table 7.

To investigate the difference in precision of combined
results obtained from /s = 7 and 8 TeV results, two inde-
pendent combinations of the three results per centre-of-mass
energy are performed. For each decay channel, the results
at /s = 8 TeV are significantly more precise than those
at /s = 7 TeV. In addition, the two most precise results
per centre-of-mass energy are significantly less correlated at
/s = 8 TeV than at \/s = 7 TeV. Consequently, the size of
the uncertainty of the combinedresultat /s = 8 TeV (m?OTIfV)
9 Using the individual results x; = o; and the combined result x + oy,

the pull of result i is calculated as (x; — x) /‘/0',-2 — sz and should

be Gaussian distributed with mean zero and width unity. The pull is a
measure of the likeliness of the x; measured in data.

is 39% smaller than the one obtained from the results at i/s =
7 TeV (mgfv). As shown in Fig. 13a, b in Appendix B, for
both centre-of-mass energies, the combination is dominated
by the results in the t7 — dilepton and {7 — lepton + jets
channels.

To investigate whether the measured m.p depends on the
tf decay mode, a combination of the six results is performed
in which the results in the three 77 decay channels are treated

o : , dilept

as determining potentially different masses, namely mt;pe pron
L+iets 11 jets . i

m t(:ge *and my,; . In such a combination, results obtained

in one decay channel influence the combined result in another
decay channel by means of their estimator correlation. There-
fore, for each observable, e.g. m?(;:fpmn, by construction the
sum of weights of the results in the corresponding decay
channel equals unity, while for each of the other decay chan-
nels the sum of weights of the results equals zero [100]. The
combination yields compatible results for the three masses
listed in Table 6. Consequently, the data do not show any sign

of a decay-channel-dependent mop. The correlation matrix

of the three observables 0, 1 and 2 corresponding to m?;i)ep on
{+jets all jets .
My, and m™ is
1 -0.14 0.43
Pmigy, = | —0.14 1 -0.05 |,

0.43 —0.05 1

and the smallest x> probability of any pair of combined
results for determining the same mqp is P(XZ, 1) = 11%.
As shown in Fig. 13c—e in Appendix B, for the combination
of the three observables, the results based on /s = 7 TeV
data lead to significant improvements on their more precise
counterparts obtained from /s = 8 TeV data, apart from the
tf — dilepton channel.

Given that no dependence of mp on the centre-of-mass
energy or the 17 decay channel is expected, the above exam-
ples of combinations are merely additional investigations of
the compatibility of the input results. The compatibility com-
binations are summarized in Fig. 9 and listed in Table 6. For
all combinations, the values quoted in Fig. 9 are the combined
value, the statistical uncertainty, the systematic uncertainty,
the total uncertainty and the statistical uncertainty in the total
uncertainty.

10.4 The combined result of mp

The use of the statistical uncertainties in the systematic uncer-
tainties has two main advantages. Firstly, it allows a deter-
mination of the uncertainties in the evaluation of the total
correlations of the estimators, avoiding the need to perform
ad hoc variations. Secondly, it enables the monitoring of the
evolution of the combined result in relation to the precision
in its uncertainty while including results, thereby evaluating

@ Springer
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ATLAS

Mg, * stat. + syst. (total)

Compeatibility evaluations

my eV Hre-H 173.20 + 0.46 + 0.76 (0.89 + 0.04)
mep® Hdu 172.68 + 0.26 + 0.48 (0.54 £ 0.04)
or " Mo 172.98+039£0.74 (0.84 £ 0.04)
o Hm 172.13 £ 0.37 + 0.61 (0.71+ 0.04)
or Ie+i 174,08 £0.56 £ 0.80 (0.98 + 0.05)
ATLAS (2018) utu 172.69 £ 0.25  0.41 (0.48 £ 0.03)

————— ATLAS Combination
stat. uncertainty
total uncertainty

ol by

165 170 175
my,, [GeV]

—— stat. uncertainty
—— total uncertainty

180 185

Fig. 9 The compatibility combinations performed for the six ATLAS
results of mop. The figure shows the combined results listed in Table 6,
which are obtained from data taken at different centre-of-mass energies
and for the three decay channels, in comparison to the new ATLAS
result. The values quoted are the combined value, the statistical uncer-
tainty, the systematic uncertainty, the total uncertainty and the uncer-
tainty in the total uncertainty. The results are compared with the new
ATLAS combination listed in the last line and shown as the grey vertical
bands

their influence on the combination. The significance of the
individual results in the combination is shown in Fig. 10. The
individual results are shown in Fig. 10a. Their combination
is displayed in Fig. 10b where, following Ref. [98], starting
from the most precise result, i.e. the tf — dilepton measure-
ment at /s = 8 TeV, results are added to the combination
one at a time according to their importance, and the combined
result is reported. Each following line of this figure shows the
combined result when adding the result listed to the input of
the combination, indicated by the ‘+’ in front of the name of

the added estimate. The last line in Fig. 10b shows the new
ATLAS combined value of mqp.

The inclusion of the 17 — lepton + jets result at /s =
8 TeV leads to the result quoted in the second line, which
improves the combined uncertainty by much more than the
statistical precision in the uncertainty of the most precise
result. The same is found when adding the 177 — lepton + jets
result at /s = 7 TeV and comparing with the statistical
uncertainty in the previous combination, albeit at a much
reduced significance. The corresponding result obtained
from these three results, denoted by me,, is also listed in
Table 6.

The improvement in the combination by applying the BDT
selection to the tf — lepton + jets analysis at /s = 8 TeV
is sizeable. This is seen from repeating the combination of
mt(sl), but using the result from the standard selection from
Table 3. With this, the correlation of the /s = 8 TeV tf —
lepton + jets result with the /s = 8 TeV tf — dilepton
result changes from —0.19 to —0.02. The resulting uncer-
tainty in the combination is 0.59 £ 0.05 GeV, i.e. the com-
bination is 18% less precise than mt(sl)) obtained using the
result from the BDT selection. Adding the remaining results
reduces the quoted combined uncertainty by 0.02 GeV, which
is smaller than the statistical precision in the uncertainty of
the previously achieved result of mgr))

The changes in statistical uncertainties in the combined
value and its uncertainty due to variations of the input sys-
tematic uncertainties within their uncertainties are evaluated
for two cases, namely for mt(;), and for the combination of
all results. Following Ref. [14], the distributions of the com-
bined values and uncertainties are calculated from 500 com-
binations, where for each combination, the sizes of the uncer-
tainties as well as the correlations are newly evaluated. Due to
the re-evaluation of the correlation, the resulting distributions

Table 7 The BLUE weights

and the pulls of the results for */; =7Tev _ _ \/5 =8 TeV _ _
the combinations reported in flo'i’e pron ﬁ?ets f(l,ge“ mﬁ;::pmn gjets ?(l)gm
Table 6. The upper part refers to
the independent combinations of mZOT;V Weight 0.36 0.51 0.13
the three results per ' Pull 0.54 —0.95 118
centre-of-mass energy resulting STeV .
in uncorrelated results m " Mygp Weight 0.45 0.44 0.12
and mV . The middle part is Pull 0.48 —0.82 1.02
for the combination of the three aepon - Weight 0.08 —0.04 —0.04 0.92 0.04 0.04
observables from pairs of results . P .
per 17 decay channel, resulting mw?e s Weight —0.09 0.33 0.03 0.09 0.67 —0.03
. dilepton JE
m f(?”ela“’d re}fFﬂtS Mip > e Weight  —0.04 —0.01 0.30 0.04 0.01 0.71
+jets all jets
wp andmy, . The lower Pull 0.71 0.18 0.64 0.05 ~0.09 ~0.58
part refers to the combination of 3) ]
the three most important results Miop Weight 0.17 0.43 0.40
mo) and of all results migp Pull ~0.16 0.70 —0.57
Miop Weight —0.03 0.16 0.04 0.35 0.37 0.10
Pull 0.83 —0.30 1.36 0.43 —0.79 0.98

@ Springer




Eur. Phys. J. C (2019) 79:290

Page 27 of 51 290

ATLAS

mg, * stat. + syst. (total)

Inputs to the combination

Mie”" (8 TeV) i . 172.99 + 0.41+ 0.74 (0.85 + 0.05)

mEEE (8 TeV) e 172.08 £ 0.39 + 0.82 (0.91+ 0.06)

Mes® (7TeV) ek 172.33 + 0.75 + 1.04 (1.28 + 0.08)

My (8 TeV) Eietd  173.72+0.55 +1.02 (1.16 £0.11)

Mg (7 TeV) H—e—H175.06 + 1.35 + 1.21 (1.82 + 0.13)

mae?" (7 TeV) He+—  173.79 +0.54 + 1.31 (1.42 + 0.07)

————— Combination
stat. uncertainty
total uncertainty

—— stat. uncertainty
—— total uncertainty

I B PRI B R L1

ATLAS

Mgy + stat. + syst. (total)

Comb. according to importance

migs”" (8 TeV) Bo—— 172.99 + 0.41+0.74 (0.85 + 0.04)

+mk® (8 TeV) 172.56 + 0.28 + 0.48 (0.56 + 0.04)
172.51+ 0.27 +0.42 (0.50 + 0.04)
+mip ) (8 TeV)

+mi e (7 TeV)

-
e
+ MR (7 Tev) [
e
= 172.70 +0.24 +0.42 (0.48 + 0.03)

-

=
—
44 172614025 £ 0.42 (0.49 £ 0.03)
anl
+ mgeP" (7 TeV) b 172,69 £ 0.25  0.41 (0.48 +0.03)

————— Combination
stat. uncertainty
total uncertainty

—— stat. uncertainty
—— total uncertainty

! ! !

! ! ! ! !

1 l 1 I 1
175 180 185
My, [GEV]

I 1
165 170
(a) Inputs to the combination

Fig. 10 The combination of the six ATLAS results of m, accord-
ing to importance Ref. [98]. a shows the inputs to the combination. b
shows results of the combination when successively adding results to
the most precise one. The values quoted are the combined value, the sta-
tistical uncertainty, the systematic uncertainty, the total uncertainty and

are not Gaussian and are also not exactly centred around the
combined value and the combined uncertainty. For mgg), the
root mean square of the distribution of the combined value
is 0.03 GeV, and that of the distribution of its uncertainty
is 0.04 GeV. The corresponding values for the new ATLAS
combination are 0.07 GeV and 0.03 GeV, respectively.

The full breakdown of uncertainties for the new com-
bined ATLAS result for myp is reported in the last column
of Table 6. The combined result is

mop = 172.69 £ 0.25 (stat) £ 0.41 (syst) GeV

with a total uncertainty of 0.48 +0.03 GeV, where the quoted
uncertainty in this uncertainty is statistical. This means that
the uncertainty in this combined result is only known to this
precision, which, given its size, is fully adequate.

The x2 probability of mt(sl)) is 78%. Driven by the larger
pulls of the remaining three results listed in Table 7, the x2
probability of 64% for the new ATLAS combination of m.
is lower but still good. The new ATLAS combined result of
miop provides a 44% improvement relative to the most pre-
cise single input result, which is the 177 — dilepton analysis at
/s = 8 TeV. With a relative precision of 0.28%, it improves
on the previous combination in Ref. [14] by 31% and super-
sedes it. As shown in Appendix B, the new ATLAS combined
result of mop is more precise than the results from the CDF
and DO experiments, and has a precision similar to the CMS
combined result.

In Fig. 11, the 68% and 95% confidence-level contours of
the indirect determination of mw and myp from the global
electroweak fit in Ref. [2] are compared with the correspond-
ing confidence-level contours of the direct ATLAS mea-

| |
175 180

m,, [GeV]

|
170
(b) Combination according to importance

the uncertainty in the total uncertainty. In this figure, each line shows
the combined result when adding the result listed to the combination
indicated by a ‘+’. The new ATLAS combination is given in the last
line, and shown in both figures as the vertical grey bands

— T ]
> C ATLAS = m,, = 80.370 £ 0.019 GeV ]
O 805 B, = 172.69 + 0.48 GeV |
& - M - m,=1251£02GeV
80.45 s 68/95% CL of my, and my—|
80.4 [ 7
8035 = .
80.3 '_ 68/95% CL of Electroweak ]
- Fit w/o m,, and m, ]
- (Eur. Phys. J. C 78 (2018) 675) -
C PR Y PR Y P B R B

80.25 165 170 175 180 185
my, [GeV]

Fig. 11 Comparison of indirect determinations and direct measure-
ments of the top quark and W boson masses. The direct ATLAS mea-
surements of my and m,, are shown as the horizontal and vertical
bands, respectively. Their 68% and 95% confidence-level (CL) contours
are compared with the corresponding results from the electroweak fit

surements of the two masses. The top quark mass used in
this figure was obtained above, while the W boson mass is
taken from Ref. [101]. The electroweak fit uses as input the
LHC combined result of the Higgs boson mass of myg =
125.09 £ 0.24 GeV from Ref. [102]. There is good agree-
ment between the direct ATLAS mass measurements and
their indirect determinations by the electroweak fit.

11 Conclusion
The top quark mass is measured via a three-dimensional tem-

plate method in the ¢t — lepton + jets channel and com-
bined with previous ATLAS mop measurements at the LHC.
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For the 17 — lepton + jets analysis from /s = 8 TeV
proton—proton collision data with an integrated luminosity
of about 20.2 fb~!, the event selection of the corresponding
/s = 7TeV analysis is refined. An optimization employing a
BDT selection to efficiently suppress less-well-reconstructed
events results in a significant reduction in total uncertainty,
driven by a significant decrease in theory-modelling-induced
uncertainties. With this approach, the measured value of mop
is

myp = 172.08 £ 0.39 (stat) &= 0.82 (syst) GeV

with a total uncertainty of 0.91+0.06 GeV, where the quoted
uncertainty in the total uncertainty is statistical. The precision
is limited by systematic uncertainties, mostly by uncertainties
in the calibration of the jet energy scale, b-tagging and the
Monte Carlo modelling of signal events. This result is more
precise than the result from the CDF experiment, but less
precise than the CMS and DO results, measured in the same
channel.

The correlations of six measurements of n,p, performed
in the three ¢f decay channels from /s = 7 and 8 TeV ATLAS
data, are evaluated for all sources of the systematic uncer-
tainty. Using a dedicated mapping of uncertainty categories,
combinations are performed, where measurements are added
one at a time according to their importance. Treating the pairs

of measurements in the three 77 decay channels as determin-
dilepton _ {+jets

op  +Miop and

ing potentially different masses, namely m

all jets . . e . .. .
tOpJ , yields consistent values within uncertainties, i.e. the

data do not show any sign of a decay-channel-dependent
mtop.

The combined result of myop from the six measurements
is

Mmyp = 172.69 £ 0.25 (stat) £ 0.41 (syst) GeV

with a total uncertainty of 0.48 +0.03 GeV, where the quoted
uncertainty in the total uncertainty is statistical. This combi-
nation is dominated by three input measurements: the mea-
surement in the t# — dilepton channel from /s = 8 TeV
data and the two measurements in the 17 — lepton + jets
channel from /s = 8 and 7 TeV data. With a relative preci-
sion of 0.28%, this new ATLAS combination of mp is more
precise than the result from the CDF and DO experiments
and has a precision similar to the CMS combined result. This
result supersedes the previous combined ATLAS result.
With this precision in m,p achieved, precise knowledge of
the relation between the mass definition of the experimental
analysis and the pole mass is becoming relevant. The com-

@ Springer

bined result is mostly limited by the uncertainties in the cal-
ibration of the jet energy scales, b-tagging and in the Monte
Carlo modelling of signal events.
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Appendix A: Results from the BDT optimization and
individual sources of systematic uncertainty

This appendix has additional details of the measurement of
Mop in the 1 — lepton + jets channel from /s = 8 TeV
data discussed in the main text.
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In Fig. 12, the template fit functions of the three observ-
ables are compared for the standard and the BDT event selec-
tion. The distributions of mg° and my;™ are narrower for the
BDT event selection, which means the resolution in the two
masses is improved compared with what is observed for the
standard selection. The R,rcho distribution is slightly shifted to
lower values for the BDT event selection, but the difference

is small.
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Fig. 12 Comparison of the template fit functions of the three observ-
ables for the standard event selection (solid line) and the BDT event
selection (dashed line). The ratios (standard/BDT) of the pairs of func-

tions are also shown. a shows the reconstructed top quark mass m{o.’

top >
b shows the reconstructed W boson mass mY;° and ¢ shows the recon-
H H reco
structed jet-pr ratio R}, "
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Table 8 The individual
components of the uncertainty
sources considered for the

tf — lepton + jets analysis at
/s = 8 TeV for the sources of
uncertainty not documented in
Tables 9, 10, 11 and 12. The
uncertainties together with their
statistical precisions are listed in
boldface and given with

0.01 GeV precision. The
uncertainty per source is
calculated as the sum in
quadrature of the
subcomponents. Uncertainties
quoted as 0.00 (0.000) are
smaller than 0.005 (0.0005)

Uncertainty Amf(fp [GeV] Am?o‘;g [GeV] Amygp [GeV]
Signal Monte Carlo generator 0.16 +0.17
POWHEG- BoX - MC@NLO (HERWIG) —0.161 £0.168
Hadronization 0.15+£0.10
POWHEG+PYTHIA - POWHEG+HERWIG +0.146 £ 0.098
Initial- and final-state QCD radiation 0.08 +0.11
Less I/FSR - more I/FSR +0.086 —0.075 +0.080 £0.111
Underlying event 0.08 £0.15
P2012 - P2012 mpiHI —0.080 £0.153
Colour reconnection 0.19+0.15
P2012 - P2012 LOCR +0.191 £0.154
Background normalization 0.08 £ 0.00
Z+jets norm. +0.007 —0.015 +0.011 £ 0.000
W+jets norm. —-0.017 —0.061 —0.061 % 0.000
Fake lepton norm. +0.046 £ 0.000
W /Z+jets shape 0.11+0.00
W+jets HFO —0.001 —0.070 —0.070 £ 0.000
W+jets HF1 —0.005 —0.087 —0.087 £ 0.000
Jet reconstruction efficiency 0.02 £0.01
Nominal - 0.23% drop +0.022 £0.013
Jet vertex fraction 0.09 £0.01
+0.077 —0.112 0.095 £+ 0.009
Leptons 0.16 £0.01
Electron energy scale +0.025 —0.006 +0.016 £ 0.006
Electron energy resolution —0.152 —0.145 —0.152+0.013
Muon resolution (muon spectrometer) +0.027 £ 0.000
Muon resolution (inner detector) +0.023 £ 0.000
Muon scale —-0.013 +0.015 —0.014 = 0.000
Lepton trigger SF —0.005 —0.003 —0.005 £ 0.001
Lepton identification SF 40.005 —0.011 +0.008 £ 0.001
Lepton reconstruction SF +0.003 —0.008 +0.005 £ 0.000
Missing transverse momentum(E%‘i“) 0.05 +0.01
E‘T"iSS (resolution soft term) +0.003 +0.012 +0.012 £0.018
E%‘iss (scale soft term) +0.054 —0.039 +0.047 £ 0.009

For the BDT selection, a number of systematic uncertain-
ties listed in Table 3 are calculated by performing pseudo-
experiments for more than one systematic variation. The indi-
vidual components are given in Tables 8, 9, 10, 11 and 12
below. Whenever the uncertainty is obtained from just a pair
of samples, the shift Anyop, is listed together with the defini-
tion of the difference evaluated indicating the direction of the
shift. For the other cases, the shift in mop is quoted relative
to the value measured in the central sample for the upward
variation (Amﬁf’p), the downward variation (Am?ovrv,) and the
final shift assigned to this uncertainty component (Anp).
For most of the cases the signs of Am;g)p and Amfovrv, are
different, indicating that mp from the central sample is sur-

@ Springer

rounded by the values from the two variations. In this case
| Amiop|is 0.5-| Amyg, — Amgy|, otherwise it is the maximum
of |Am?£p| and |Am?3¥,|. In both cases, the sign of Amygp is
the one from Amﬁfp.

Appendix B: Additional information about the various
combinations

This appendix gives additional information about the various
combinations discussed in the main text. For all combina-
tions the values quoted are the combined value, the statistical
uncertainty, the systematic uncertainty, the total uncertainty
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Table 9 The individual components of the PDF uncertainty consid-
ered for the 17 — lepton + jets analysis at /s = 8 TeV, the resulting
PDF-uncertainty-induced shifts in 7 and the final uncertainty in mqp.
The components [31,39,42] together with their statistical precisions are
listed in boldface. The total uncertainty in the CT10 variations is calcu-
lated as the sum in quadrature of the CT10 subcomponents. The total
uncertainty is given with 0.01 GeV precision. Uncertainties quoted as
0.00 (0.000) are smaller than 0.005 (0.0005). The term nuisance param-
eter is denoted by NuP. The last line refers to the sum in quadrature of
the PDF subcomponents

PDF uncertainty components Amygp [GeV]

CT10 variations 0.09 +0.00
CT10 NuP2 - NuP1 —0.001 = 0.000
CT10 NuP4 - NuP3 +0.000 £ 0.000
CT10 NuP6 - NuP5 +0.015 £ 0.000
CT10 NuP8 - NuP7 +0.005 £ 0.003
CT10 NuP10 - NuP9 +0.004 £ 0.000
CT10 NuP12 - NuP11 +0.002 £ 0.000
CT10 NuP14 - NuP13 —0.026 + 0.001
CT10 NuP16 - NuP15 —0.004 + 0.000
CT10 NuP18 - NuP17 —0.015 £ 0.001
CT10 NuP20 - NuP19 +0.013 £ 0.001
CT10 NuP22 - NuP21 +0.006 £ 0.001
CT10 NuP24 - NuP23 +0.063 £ 0.001
CT10 NuP26 - NuP25 +0.000 £ 0.001
CT10 NuP28 - NuP27 +0.009 +£ 0.000
CT10 NuP30 - NuP29 —0.004 + 0.000

CT10 NuP32 - NuP31
CT10 NuP34 - NuP33

+0.007 £ 0.001
+0.019 £ 0.002

CT10 NuP36 - NuP35 —0.011 £ 0.001
CT10 NuP38 - NuP37 —0.001 £ 0.000
CT10 NuP40 - NuP39 —0.001 £ 0.001
CT10 NuP42 - NuP41 —0.005 £ 0.001
CT10 NuP44 - NuP43 —0.003 £ 0.000
CT10 NuP46 - NuP45 —0.002 £ 0.000
CT10 NuP48 - NuP47 +0.027 £ 0.000
CT10 NuP50 - NuP49 +0.002 £ 0.000
CT10 NuP52 - NuP51 —0.003 £ 0.001
NNPDF - CT10 —0.034 £ 0.001
MSTW - CT10 —0.024 £ 0.002
Total 0.09 +0.00

and the uncertainty in the total uncertainty, which is statisti-
cal.

Figure 13a, b shows the independent combinations per
centre-of-mass energy. For both centre-of-mass energies,
the combination is dominated by the results in the 7 —
dilepton and tf — lepton + jets channels. Using only those
in the combinations yields combined results of mZOTpeV =
172.99 + 0.48 (stat) £+ 0.78 (syst) GeV with an uncer-
tainty of 0.91 £ 0.05 GeV at /s = 7 TeV and m?¥ =
172.56 £ 0.28 (stat) £ 0.48 (syst) GeV with an uncertainty
0f 0.56 4+ 0.04 GeV at /s = 8 TeV. At both centre-of-mass
energies, the difference between the combined uncertainties
of the partial and full combination is much smaller than the
respective statistical precision in the total systematic uncer-
tainties. This statistical precision is obtained from varying
each systematic uncertainty within its statistical precision
and repeating the combination, as explained in the main text.

Figure 13c—e shows the dependent combinations per tr
decay channel. The combined result of m?;lf PO hased only on
the tf — dilepton measurement from /s = 8 TeV data and
the measurements in the other decay channels is m?&?pm =
172.94 £ 0.41 (stat) £ 0.73 (syst) GeV with an uncertainty
of 0.84£0.05 GeV. As a consequence of the influence of the
measurements in the other decay channels discussed in the
main text, this result does not coincide with the tf — dilepton
result at /s = 8 TeV.

In Fig. 14, the most precise ATLAS results of m, per
decay channel and the new ATLAS combined value of mqp
are compared with the respective results from the CDF, DO

and CMS experiments.

@ Springer
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Table 10 The individual components of the JES uncertainty considered
for the t7 — lepton + jets analysis at 4/s = 8 TeV, the resulting JES-
and bJES-uncertainty-induced shifts in myp and the final uncertainty
in mp. The components [63] together with their statistical precisions
are listed in boldface and, wherever applicable, calculated as the sum in
quadrature of the respective subcomponents. A shift listed as ‘0’ means
that the corresponding variation resulted in an unchanged event sample.
Uncertainties quoted as 0.00 (0.000) are smaller than 0.005 (0.0005).
In the rightmost column, the mapping to the uncertainty components

used for 4/s = 7 TeV data is given for the weak and the strong corre-
lation scenarios. The ‘+’ sign indicates corresponding components at
the two centre-of-mass energies for the weak and strong scenario, while
the ‘(+)’ sign indicates components that only correspond for the strong
scenario. Finally, mentioning a name indicates that the mapped sources
carry different names at /s = 7 and 8 TeV. The uncertainty compo-
nents and the total uncertainty are given with 0.01 GeV precision. The
term nuisance parameter is denoted by NuP. The last line refers to the
sum in quadrature of the JES components

JES uncertainty components Amﬁfp [GeV] AmdY [GeV] Amygp [GeV] Map to /s =7 TeV
Statistical (total) 0.17 £0.01

Statistical NuP1 —0.159 +0.151 —0.155+£0.013

Statistical NuP2 —0.008 +0.048 —0.028 £ 0.006

Statistical NuP3 +0.063 —0.035 40.049 £ 0.009

Statistical NuP4 +0.020 +0.022 +0.022 £ 0.018

n inter-calibration (stat.) —0.062 +0.020 —0.041 £0.011
Modelling (total) 0.38 +0.02

Modelling NuP1 —0.372 +0.389 —0.380 £ 0.020 +)

Modelling NuP2 +0.029 —0.000 40.014 £ 0.006 +)

Modelling NuP3 +0.010 40.005 +0.010 £ 0.018 +)

Modelling NuP4 +0.034 —0.026 40.030 £ 0.006 +)

n inter-calibration (model) +0.056 —0.038 +0.047 £ 0.013 +
Detector (total) 0.11 +£0.01

Detector NuP1 +0.116 —0.103 +0.110 £0.011 +

Detector NuP2 —0.015 +0.017 —0.016 £ 0.009

Detector NuP3 +0.015 —-0.014 +0.015 £ 0.006 (+) Detector NuP2
Mixed (total) 0.09 £0.01

Mixed NuP1 —0.004 —0.029 —0.029 £ 0.022 +)

Mixed NuP2 +0.053 —0.054 +0.054 £ 0.009

Mixed NuP3 —0.044 +0.061 —0.052 £ 0.009

Mixed NuP4 +0.039 —0.016 +0.028 4+ 0.006 (+) Mixed NuP2
Single particle high-pt 0.01 +0.00

Single particle high-pr 0 +0.005 +0.005 £ 0.000
Pile-up (total) 0.18 £0.02

Pile-up: offset (1) +0.041 —0.040 +0.041 +£0.011

Pile-up: offset (1nyix) +0.065 —0.083 +0.074 £ 0.017

Pile-up: pr +0.042 +0.040 +0.042 £ 0.018

Pile-up: p —0.173 +0.141 —0.157£0.017
Punch-through 0.02 £0.01
Punch-through +0.013 +0.017 +0.017 £0.013
Flavour (total) 0.24 +0.02

Flavour composition +0.079 —0.119 40.099 £ 0.000 +

Flavour response +0.220 —0.211 +0.215 £0.018 +
bJES 0.03 £0.01 +
bJES +0.006 —0.047 +0.026 £ 0.013 +
Total (without bJES) 0.54 £0.02
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Table 11 The individual components of the JER uncertainty consid-
ered for the 17 — lepton + jets analysis at /s = 8 TeV, the resulting
JER-uncertainty-induced shifts in mop and the final uncertainty in mp.

nents are quoted as the difference from the nominal sample. The total
uncertainty is calculated as the sum in quadrature of the subcompo-
nents and given with 0.01 GeV precision. The term nuisance parameter

The data versus simulation difference and noise forward region compo- is denoted by NuP
JER uncertainty components Amffp [GeV] Amﬂ}‘l’) [GeV] Amygp [GeV]
JER data versus simulation difference —0.034 £0.018
JER noise forward region +0.032 £ 0.013
JER NuP1 (only down var.) —0.111 £0.052
JER NuP2 —0.034 +0.055 —0.044 £0.018
JER NuP3 +0.025 —0.084 +0.054 £ 0.024
JER NuP4 —0.074 +0.090 —0.082 £ 0.021
JER NuP5 +0.078 +0.016 +0.078 £ 0.037
JER NuP6 —0.041 +0.017 —0.029 £0.019
JER NuP7 —0.039 +0.076 —0.057 £0.016
JER NuP8 —0.053 —0.013 —0.053 £0.029
JER NuP9 (only up var.) +0.036 £0.018
Total 0.20 £0.04
Table 12 The individual . . up dw
components of the Flavour-tagging uncertainty components Ammp [GeV] Amwp [GeV] Amygp [GeV]
flavour-tagging uncertainty . .
considered for the b-tagging scale factor variations 0.31 £0.00
17 — lepton + jets analysis at b-tagging NuP1 +0.051 —0.062 +0.057 £ 0.000
Vs = 8 TeV, the resulting shifts b-tagging NuP2 —0.230 +0.143 —0.187 £ 0.000
in mop and the final b-tagging NuP3 ~0.090 4£0.005 —0.047 + 0.001
b-tagging-uncertainty-induced .
uncertainty in 70p. The b-tagging NuP4 +0.090 —0.175 +0.132 £ 0.000
uncertainty components b-tagging NuP5 —0.230 +0.148 —0.189 + 0.000
together with their statistical b-tagging NuP6 +0.023 —0.105 +0.064 £ 0.001
precisions are listed in boldface . Lo
and calculated as the sum in c/T-tagging scale factor variations 0.15+£0.00
quadrature of the respective c/t-tagging NuP1 +0.098 —0.102 +0.100 £ 0.000
subcomponents. The uncertainty c¢/t-tagging NuP2 —0.057 —0.026 —0.057 £ 0.000
components and the total ¢/-tagging NuP3 £0.046 ~0.125 +0.085 + 0.000
uncertainty are given with
0.01 GeV precision. c/t-tagging NuP4 —0.057 —0.023 —0.057 £ 0.000
Uncertainties quoted as Mistagging scale factor variations 0.16 = 0.00
0.00 (0.000) are smaller than Mistageine NuP1 —0.005 0.003 —0.004 + 0.000
0.005 (0.0005). The term Istagging N ' +o- ' '
nuisance parameter is denoted Mistagging NuP2 —0.042 —0.039 —0.042 £ 0.000
by NuP. The last line refers to Mistagging NuP3 —0.038 —0.036 —0.038 + 0.000
the sum in quadrature of the Mistagging NuP4 —0.032 —0.040 —0.040 £ 0.000
components . .
Mistagging NuP5 —0.037 —0.044 —0.044 + 0.000
Mistagging NuP6 —0.036 —0.045 —0.045 £ 0.000
Mistagging NuP7 —0.034 —0.040 —0.040 £ 0.000
Mistagging NuP8 —0.041 —0.040 —0.041 £ 0.000
Mistagging NuP9 —0.029 —0.045 —0.045 £ 0.000
Mistagging NuP10 —0.073 —0.001 —0.073 £ 0.000
Mistagging NuP11 —0.026 —0.055 —0.055 £ 0.000
Mistagging NuP12 +0.007 —0.095 +0.051 £ 0.000
Total 0.38 £ 0.00
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ATLAS
my, * stat. + syst. (total)

172.33 £0.75 £ 1.04 (1.28 + 0.05),

Results from 7 TeV data

M (7 TeV)

+mipeP" (7 TeV) 172.99 +0.48 + 0.78 (0.91+ 0.05)

+ M (7 TeV) 173.20 + 0.46 + 0.76 (0.89 + 0.04)

————— Combination
[ stat. uncertainty
total uncertainty

—— stat. uncertainty
—— total uncertainty

1 1 1 1 1 1 1 1 1 |

|
170

ATLAS
my, * stat. + syst. (total)

172.99 £0.41+0.74 (0.85 £ 0.05)

Results from 8 TeV data

mieP©" (8 TeV)

+mik (8 Tev) 172.56 £ 0.28 + 0.48 (0.56 + 0.04)

+ Mg (8 TeV) 172.68 + 0.26 + 0.48 (0.54 + 0.04)

————— Combination
[ stat. uncertainty
total uncertainty

—— stat. uncertainty
—— total uncertainty

1 1

1 1 1 1 1 1 1 1 |

|
175 180

|
170

|
175 180
My, [GeV] My, [GeV]
(@) Vs =7TeV (b) Vs =8TeV
Results in dilepton channel ATLAS Results in I+jets channel ATLAS

my, * stat. + syst. (total)

Mg (8 TeV) 172.94 +0.41+ 0.73 (0.84 + 0.05)

+ migs?°" (7 TeV) 172.98 +0.39 + 0.74 (0.84 + 0.04)

————— Combination
[ stat. uncertainty
total uncertainty

—— stat. uncertainty
—— total uncertainty

1 1 1 1 1 1 | 1 1 1 1
170 175

my, * stat. + syst. (total)

m:;f‘s (8 TeV) 172.01+0.42 +0.78 (0.89 £ 0.06)

+ MRS (7 TeV) 172.13 +0.37 +£ 0.61 (0.71 + 0.04)

————— Combination
[ stat. uncertainty
total uncertainty

—— stat. uncertainty
—— total uncertainty

1 1 1 1

Moo [GeV]

(c) 11 — dilepton channel

1 I 1 1 l 1 1 1 1 l 1 1 l 1 1 I 1
168 170 172 174 176 178

Moo [GeV]

(d) t7 — lepton + jets channel

Results in all jets channel

M (8 TeV)

+ma (7 Tev)

————— Combination

I stat. uncertainty
total uncertainty

| 1 1 1

173.84 £0.56 + 1.00 (1.15 +£ 0.10),

174.08 +0.56 + 0.80 (0.98 + 0.05)|

ATLAS

My, * stat. + syst. (total)

—— stat. uncertainty
—— total uncertainty

1 1 1 1 1

|
170 175

|
180

my, [GeV]

(e) tf — all jets channel

Fig. 13 Selected combinations of the six ATLAS measurements of
mop according to importance. The figures show the combined result
when successively adding results to the most precise one of a given cat-
egory. Each line of this figure shows the combined result when adding
the result listed to the combination, indicated by a ‘+’. The values quoted
are the combined value, the statistical uncertainty, the systematic uncer-
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tainty, the total uncertainty and the uncertainty in the total uncertainty,
which is statistical. a and b refer to the independent combinations of
the three measurements per centre-of-mass energy resulting in uncor-
related results mZoTpeV and meT;V. c—e refer to the combination of the
three correlated observables from pairs of measurements per ¢7 decay

L. dilepton  {+jets all jets
channel, resulting in m ;™ mygp dmys
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ATLAS

my, * stat. + syst. (total)

Dilepton channel

CDF 171.46 + 1.91+ 2.51 (3.16)
DO 173.32 + 1.36 + 0.85 (1.60)
ATLAS 172.99 + 0.41+ 0.74 (0.85 + 0.05)
cMS 172.82 +0.19 + 1.22 (1.24)

ATLAS (2018)

————— ATLAS Combination
[ stat. uncertainty
total uncertainty

172.69 £0.25 £ 0.41 (0.48 £ 0.03),

—— stat. uncertainty
—— total uncertainty

Lo ! Lo Lo Lo

L+jets channel

CDF H-e—H 174,85 £ 0.71+0.85 (1.11)
DO H-o-H 174.98 + 0.58 + 0.49 (0.76)
ATLAS 172.08 +£0.39 +0.82 (0.91+ 0.06)
CMS 172.35 +£0.16 +£ 0.48 (0.51)

ATLAS (2018)

[ stat. uncertainty

ATLAS

my, * stat. + syst. (total)

172.69 £ 0.25 £ 0.41 (0.48 £ 0.03)
ATLAS Combination
—— stat. uncertainty

total uncertainty —— total uncertainty

Lo ! Lo Lo Lo

1 l 1 1 l 1 1 l 1
175 180 185

My [GeV]

l 1 1 l 1
165 170

(a) tf — dilepton channel

l 1
165

1 l 1 1 l 1 1 l 1
175 180 185

Mg [GeV]

1 l 1
170

(b) tf — lepton + jets channel

ATLAS

my, * stat. + syst. (total)

All jets channel

CDF ——e—+175.07 + 1.19 £ 1.56 (1.96)
ATLAS 173.72 £0.55 £1.02 (1.16 £ 0.11),
CMs 172.32 £0.25 £ 0.59 (0.64)

ATLAS (2018) 172.69 £ 0.25 £ 0.41 (0.48 + 0.03),

————— ATLAS Combination

[ stat. uncertainty
total uncertainty

—— stat. uncertainty
—— total uncertainty

R R IR RN RN |

Combinations per experiment

CDF (2014) 173.16 £ 0.57 £ 0.74 (0.93)
DO (2016) HeH 174.95 +0.40 + 0.64 (0.75)
CMS (2016) 172.44 +0.13 £ 0.47 (0.48)

ATLAS (2018)

[ stat. uncertainty

ATLAS

my, * stat. + syst. (total)

172.69 £ 0.25 + 0.41 (0.48 + 0.03)

ATLAS Combination
—— stat. uncertainty

total uncertainty —— total uncertainty

1 l 1
175 180 185 190
my, [GeV]

1 l
165 170

(c) tf — alljets channel

Fig. 14 The most precise result of mp per experiment in the dif-
ferent ¢7 decay channels and m, from the latest combinations per-
formed by the individual experiments. a shows the measurements in
the tf — dilepton channel, b shows those in the tf — lepton + jets
and ¢ shows the ones in the 7 — all jets channel. d shows the results
of myp from the latest combination per experiment. In all figures the
vertical band corresponds to the new ATLAS combined value of mqp.
The values quoted are the combined value, the statistical uncertainty, the
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