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Abstract. Geometrothermodynamics of interface domains emerging in
first-order phase transitions modeled on a 5-dimensional statistical contact
manifold is proposed in entropy representation. The supporting structure
is given by a space-time regarded a hypersurface embedded in the tangent
space, and its signature is provided by the Hessian of a pseudo-Finsler-
type Lagrangian. A many-relaxation-time evolution of domains (nuclei)
is represented a set of sections of the indicatrix surface in the tangent
space at different pseudo-times. Within the phase-transition space-time,
whose Finsler-metric signature is (— — —), we say that such a section -
obtained from sectioning the indicatrix by a plane transversal to pseudo-
time axis - lives in the physically meaningful region of the space-time, and
its geodesics are associated with a stable state of the domain structure. If
the indicatrix section evolves from the physically meaningful region into a
region with alternating-sign metric signature, this testifies that the domain
structure associated with the geodesic loses its stability and becomes a
metastable one.
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1 Introduction

To date, the development of modern electronic devices based on quasi-two-dimensional
crystal monomolecular layers (monolayers) is a topical issue. Therefore, studies of
phase transitions from two-dimensional (2D) gas into 2D crystal that proceed on an
interface are high-promising and subject of notable interest within condensed matter
physics. Domain structures can be visualized in the 2D phase transition of first
order, in contrast to three-dimensional (3D) lst-order phase transitions [30]. For
the first-order phase transition from expanded 2D-liquid to 2D liquid-crystal state in
Langmuir monolayers, the interface interactions and the presence of domains with a
range of relaxation times reveal themselves in compression isotherms (dependencies of
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surface pressure 7 upon the area per molecule A;) as a gently sloping area (plateau)
testifying a metastable monolayer state. The plateau is non-horizontal one in contrast
to horizontal plateau observed in the case of 3D 1lst-order phase transitions [21, 31,
32, 2, 16]. An additional feature of the 2D phase transitions is the dependence of the
phase transition dynamics on compression rate [31, 11, 22, 13, 18, 16]. It has been
shown [31, 19, 2, 6, 18] that the distribution of domain relaxation times and interface
interactions - such as electrocapillary forces - acting on the interphase boundary
air /aqueous subphase should be taken into account, to correctly describe the kinetic
characteristic of the 2D phase transitions. Electrocapillary forces disrupt the hydrate
complexes of amphiphilic molecules that form the 2D gaseous phase of the Langmuir
monolayer. The compressed monolayer of amphiphilic molecules which are ”ejected”
from the hydrate complexes, is crystalized. This monolayer - separated from the
subphase and called Langmuir-Blodgett monolayer - can be transferred to the solid
substrate. Due to the promising applications of nanostructured Langmuir-Blodgett
films in nanoelectronics and biosensorics, the development of new phase-transition
models is a strong concern. Generally accepted kinetic models are based on Johnson—
Mehl-Avrami—Kolmogorov model of fast nucleation processes, with subsequent slow
growth of phase domain (nuclei) [3, 17]. These models are suitable for describing
the homogenous phase transition, without account of long range correlations scaling
domain structure. However the metastable domains, scaled both in time and space,
reveal themselves as certain glass-like transient-phase along with the slow and the
fast processes [23]. Second order response functions, like the compressibility, change
their sign at least twice during the first-order phase transition with distribution of
relaxation times.

To date, geometrical approaches are widely used to model many physical prob-
lems in cosmology, quantum mechanics and condensed matter physics. The advan-
tage of geometrical models is the possibility to apply well-developed mathemati-
cal theory of topological invariants to the description and analysis of physical pro-
cesses. Geometrothermodynamic models of phase transition developed in literature
[33, 34, 29, 26] are in good agreement with the second-order phase transitions only.
The known geometrothermodynamic 1st-order-phase-transition models of Van der
Waals type [8] predict that theoretical second-order response functions change the
sign once, which contradicts experimental observations.

The Weyl curvature tensor measures the curvature of a pseudo-Riemannian man-
ifold. In General Relativity Theory, the Weyl curvature governs the propagation of
gravitational waves through regions of space devoid of matter. If the Weyl tensor
vanishes in dimension more than 3, then the metric is locally conformally flat [24]. A
Weyl-type curvature tensor is one of the important projective invariants of a Finsler
space. A Finsler space is of scalar flag curvature if and only if its Weyl tensor identi-
cally vanishes [1]. In the paper [9], it was proven that the Weyl-type curvature tensor
I/VjZ can be defined in a way able to characterize Finsler metrics of constant curvature.

The Weyl-type curvature tensor, constructed as:
_ , 1 ; 1 OR ,

Wi=Ri — ——RI§" + ——— Ly

J 7oon—1 lJ_|_2(n—1)8y3y7

coincides with the projective Weyl tensor if and only if the Finsler metric is of constant
curvature. Here R} is the Ricci curvature tensor, y* are velocities, n is the space
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dimension, here and in what follows the summation is assumed over repeated indexes.
If the Weyl curvature for Finsler metrics (Randers-type metrics) does not depend on
the velocity [35], i.e.,
Wi B
K3 K3 n — 1 17
then it reduces to the classical projective Weyl tensor from the Riemannian context.
Thus, in spite of the rapidly growing amount of theoretical results devoted to the
phase transitions of first order, the description of the emerging domain structure still
remains a challenge. Moreover, a realistic analytical description of domain kinetics of
first-order phase transitions, is absent.
We proposed a pseudo-Finsler geometrothermodynamic model of the first-order
phase transition in Langmuir monolayers in [14]. In [6] a statistical contact manifold of
the 1st-order phase transition on interface has been constructed as a space of probabil-

ity distributions p;, i = 1,..., N, N — oo for the configurations {7, t1;...;7—1,ti—1;
Tiyti + Ati; Tig1, tig1; .- . T, ty } of the monolayer, at a point 7,4 = 1,..., N where
at the moment t; + At;, a nucleus with lifetime 7;, ¢ = 1,..., N, N — oo, is pro-

duced. An action, whose physical meaning is entropy production for this manifold,
determines the geodesics of the thermodynamic phase space-time {7, ¢, 7, 5 }, with the
velocity defined by the derivatives P = Z—Z , - — % = % relative to an evolution pa-
rameter s. The relaxation time (lifetime) of domain (nucleus) is determined by the
rate of time evolution ¢. It has been demonstrated that singular behavior of the scalar
Berwald curvature B, of the thermodynamic phase space corresponds to divergence of
matter thermodynamic quantities, such as compressibility during the 1st-order phase
transition [4, 6, 7, 18]. The scaling behavior of the scalar curvature in the phase
transition was proven in [6]. At that, B.(s) changes its sign at least twice during the
first-order phase transition with distribution of relaxation times [5, 15]. We demon-
strated that the first-order phase transitions proceed along with signature change
events. A pseudo-Finsler metric dlg has been chosen as a metric of a hypersurface
f = const, assuming that the time flows at a constant rate and does not stop: { #0.
In this paper, we analyze the signature structure of the contact statistical manifold
which is endowed with a pseudo-Finsler metric, generalized over whole manifold.
Our goal is to investigate the effects of signature change events in geometrother-
modynamics of interface domain structures, based on the behavior of the projective
curvature Weyl and Douglas tensors of the generalized pseudo-Finsler metrics.

2 First-order phase transition geometro-
thermodynamics

The Lagrangian of the Langmuir monolayer reads [14, 6]

1 (dr\® 1 do\? 2uvy dt
2.1 L=-m|— —mr? (=2 t) —p|V|rie r —
where the potential of electrocapillary forces U(r,t) is
Ultr) = p{[-4° + L (VI + & (VIO + & (VID°r?
i (VI r+ 2 (V])7] e - (I s (2ve) ]

r
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Then, the parameterized action of the contact statistical manifold has the form:

) ) 22 ) 2 212
(2.2)  dlp(dF,dt) = mc*éds — L(s)éds = (Ag, + BE - CW) ds.
7
Here the parameters A, B, C are given by
(2.3)
A=pl|V] rBe

B=mc —p((=37° + £(IVIt)r* + (VIO + (V03 + (V) *r

+E(VIP) e — g (2

T T

2 2 2 . .
C=m, p=TLty j=2ttul

egeo R% ’ r )

2|Vt
r

where Ei [ ] is the special function exponential integral, m is the proper particle

mass, V is the monolayer-compression rate, p is a monolayer constant, which includes
molecular charge ¢, the initial surface density py of the molecules, and the initial
monolayer radius Ry; as well, r and ¢ are polar coordinates of the monolayer. The
pseudo-time ¢t is the time of phase transition, whose flow is defined by the distribution
of times of relaxation processes in the monolayer. Also, &, 7 and ¢ define the corre-
sponding derivatives of ¢, r and ¢, respectively, relative to the evolution parameter s;
at that, £ determines the relaxation time (lifetime) of the nucleus. The action (2.2)
of the contact Finsler—Lagrangian statistical manifold describes the entropy of the
two-dimensional (2D) monolayer [6]. The action dlf (2.2) has the meaning of entropy
production. The action (2.2) defines the metric on the contact statistical manifold
endowed with the metric function

‘2 ) 2021\ 2
(2.4) L= —di(Fé) = - (A’f, 4 Bé - CW) .

T 2 £
The sign "minus” is chosen by virtue of the Second Law of Thermodynamics, and
the stability of the system in free energy representation requires that the Hessian is
a negative-definite symmetric tensor field, which infers maximal entropy. Since dig
(2.2) is a homogeneous function of degree 1 with respect to velocities, the defined
thermodynamic space is pseudo-Finslerian [28, 27].

The dynamics of the system is determined by the Euler-Lagrange equations:

k
dx & &

dyi )
2.5 22 4960 =g T =gk =gk
(2.5) + : s ==Y

ds

where the spray components G* are

L o9 B,
el — — il 929 _ J J ok
() =79 (y){ Dk (y) 9l () ¢ v'y",
and the metric tensor g;; is given by the expression

1 9L

( 6) glj 2 ayzay‘];
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where
=& Yy2=7, ys=¢.
In explicit form, {g;;} is written as:

¢! (614252 +6ABEF + 327*2) +3C2 (r2pg? + 3
g11 = — _ ,

547:2
— AP (4AE + 3Br) + ACE (r2¢? — #2) — 4C? (r¥1p? + 9)
912 = g21 = — . )
§37“3
2012 (A€8 4 2C (272 +7%) )
913 = g31 = 3 )
7) o
2. . . : :
( —20€%F (A§r2<p2 + Br?’) + AP (BAE + 2Br) + 2C2 (r¥i? + 379)
g22 = — 527,14 )
2072 (Ag'3 + 207"3)
923 = 932 = — 527.42
2072 (c (3r2g? + i3) — €2(A€ + Bi))
933 = — :

&2

The equations (2.5) are complicated and can be solved only numerically. The initial
conditions are chosen as follows: £(s = 0) = 1 and 7(s = 0) = 7. These conditions
mean that the evolution of the macroscopic system is considered starting from the
production of a first critical nucleus, which leaves the hydrate complex having the
velocity 7. Besides, one has in mind that the nucleus relaxation time (life-time) &
is small enough not to rapidly combine with other nuclei to produce a large thermo-
dynamically stable phase region. The numerical simulation results of analysis of the
equations (2.5) for the geodesics, are shown in fig. 1.

As one can see from fig. la—d, the equations (2.5) describe the transition process,
during which the system evolves up to some constant values of ¢, r, . From the phys-
ical point of view, the system transits from free motion of molecules in the monolayer
of 2D-liquid state, to limit-circle trajectories characterized as for stable states of a
2D-crystal.

To analyze the dependence of the radial coordinate r on the evolution parameter
s (fig. 1g), we find the relation between the surface pressure increment 7; at the
time moment ¢ (provided by a hydrate complex decay and crystalline-phase nucleus
production in the metastable state of the monolayer) and the parameter s. In the
approximation of weak-interacting nuclei, we can utilize the two-dimensional equation
of state for an ideal gas

(28) 7TtAM = Z\fthT'7

where Ajp; is a monolayer area, N; is an increment of nuclei number at the time

moment t, T is a temperature, and kp is the Boltzmann constant. Since the nuclei

number NV, is inverse proportional to relaxation time 7 = % and since m; Ay = SiT
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Figure 1: (a)—(d) Geodesics curves t(s), r(s), ¢(s) and geodesic trajectory; (e)-(f)
The dependencies of the metric parameters A and B on r along the geodesic; (g)-
(h) compression isotherm s(r) and the dependence of relaxation times £(s) on the
evolution parameter s. The following values of parameters were used: p = 10, m =
c=1,V =1, Ry = 1000.

due to the first law of thermodynamics, using (2.8) one gets

(2.9) As ~ S,
and hence
(2.10) As ~ Am.

Here S;T is the quantity of heat which is gained at the entropy increase S;. According
to the expression (2.10), the dependence s(r) shown in fig. 1g is an isotherm for the
phase transition. As one can see, at the values r ~ 0.4 the announced plateau is
revealed as a characteristic feature of the first-order phase transition.

In fig. 1h, the dependence of relaxation times & of hydrate complexes on the
evolution parameter s is illustrated. As one can see, during the system evolution, the
relaxation times of hydrate complexes decrease. The results of numerical simulation of
the dependencies of the metric-function parameters A and B on the radial coordinate
r along the geodesics, are shown in fig. le,f. As one can see, the value A is always
positive during the phase transition. Meanwhile, the initially positive parameter
B decreases along the geodesic, and in the vicinity r» ~ 0.6, it changes the sign.
We further show that this leads to a change of signature of the phase transition
configuration space.
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Figure 2: ”Spacelike” indicatrices of pseudo-Finsler space at A = 1075, C = 106,
r = 0.1 and different B: B = 10 (a), 1 (b), 0.1 (c), 10715(d), -0.1(e), —1(f), —10 (g),
B = —100 (h)

3 Riemann—Finsler structures in the monolayer
configuration space

Let us investigate the structures emerging in the contact statistical manifold with the
metric (2.4). At a point zg = {x}} from M, the indicatrix I, is formed by the ends
of the unit tangent vectors [10, 28, 20, 25, 12], and it is described by the equation
F(z},y") = 1. The indicatrix is a hypersurface in the tangent space T, M, which
characterizes the metric of Finsler space, depending on direction [28]. A section of the
indicatrix with a plane At = const - is transversal to the pseudo-time axis - is in the
physically meaningful region of the phase space of local space-time signature (— — —),
and the geodesics are trajectories associated with stable states of the domain. Let, at

Table 1: The Hessian signatures of different space regions

Region | Sign | Sign | Sign | Hessian signature

Al AQ Ag, (n+,n,)
I - - + (1,2)
1 |+ |+ (1,2)
111 - - - (2,1)
v -+ | - (0,3)
\Y% - - - (2,1)
VI - — + (1,2)
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Figure 3: Separating of the (u,v) space regions with different signatures by contour
plots A; =0, i = 1,2,3. The regions I,...,VI with different signatures are presented
in Table 1. Dependencies corresponding to A; = 0 (red dotted curve), As = 0 (blue
solid curve), Az = 0 (green dashed curve) are calculated at B = 10, B = 107!, and
B=-10; A=10"% ¢ =10°% r = 0.1.
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Figure 4: The (u,v) space regions with different metric signature (left) and indicatrix
projections (red curve) in the tangent space (Az, Ay) (right) at small values of At.
(a) B=1,At=0.1; (b) B=0.1, At =0.1; (¢c) B =10, At = 0.1; (d) B = —0.1,
At = 0.1;(e) B = —1, At = 0.1;(f) B = —100, At = 0.001. Blue curves separate
space regions with different signature. A = 107°.
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the moment At = C), the indicatrix section evolves from the physically meaningful
region towards a region of the phase space with alternating-sign metric signature.
Then the domain state associated with this geodesic losses its stability and becomes a
metastable domain. Thus, a set of sections of the indicatrix at different pseudo-times
At presents an evolution of the domain (nucleus), emerging in the first-order phase
transition. We shall further study the evolutions of such type.

@ . . ()

Figure 5: Indicatrix projections (red curves) in the tangent space (Az, Ay) at different
At. (a) B=1, At =1 (left) and 5 (right) ; (b) B = 0.1, At = 1 (left) and 20 (right);
(c) B = 1071 At = 1 (left) and 10 (right); (d) B = —0.1, At = 1 (left) and
5 (right);(e) B = —1, At = 0.5 (left) and 0.9 (right);(f) B = —100, At = 0.005
(left) and 0.009 (right). Blue curves separate space regions with different signature.
A=107".

Our metric function (2.4) is a pseudo-Finsler one, because it takes negative values
that there are pseudo-indicatrices defined as

(3.1) Llwhyy') = -1
accordingly, similar to spacelike intervals from General Relativity Theory. Then, the
quadratic equation
. 2
2 22 222
<A_+B§_C<T+M> .
T 2 £

defines two hypersurfaces
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The Finsler function of the monolayer gives different indicatrix classes, depending
on the values of the metric parameters. Let us analyze the shapes of the indicatrix
of the metric function (2.4). Fig. 2 shows the results of numerical simulations of
"spacelike” indicatrices, depending on the metric parameter B. As one can see from
the expressions for the metric function parameters (2.3), when the rate V' of the
monolayer compression tends to zero, the coefficient A tends to zero as well, and at
B > 0 the pseudo-Finsler indicatrix degenerates into

9 (T2 + 7,2952)
2 ¢

Multiplying this expression with f and completing the perfect square, we get

Bf — = +1.

., 1\ c©
Blé+ =) (2,202 = —
(5 23) ) = 15
This defines the indicatrix in the form of a two double-sheeted hyperboloid, shifted to
+1/2B along the axis £. The plane £ = 0 should be punctured from the indicatrices.
For enough large values of the positive parameter B — oo, the terms 1/2B and 1/4B
can be neglected and the indicatrix takes a form of a ”light cone”

st it —a
as fig. 2a shows. In this case the velocity-direction distribution is isotropic, due to
the axial symmetry of the indicatrix.

At non-zero A, there exist values of the parameter B, for which the shape of
the spacelike indicatrix dramatically changes as figs. 2b—h demonstrate. At very
small positive B, for example B = 1071® (fig. 2d), or negative B, for example B =
—0.1, —1,—10,—100 (figs. 2e-h), there are indicatrix sheets which live in closed
space-time regions. In this case, the velocities are limited, both in amplitude and
direction. From physical point of view, free particles transit into a bounded state.
For large negative values of the parameter B, such that —B > A and the term A¢2 /T
is negligible, the indicatrix has a form of two spheres with radius 1/2B, whose centers
are shifted along the axes & to +1 /2B, as depicted in fig.2h. The equation describing
this case is

1 \? C
: .2 2 -2\ _
<§$2B|> Ty ) S B

The minors of the metric tensor (2.7) equal

3 , 3C? (T2u202 + 1)2 B?
(3.2) A1 = —3(24u+ B)? - o + 5
By = o (u? (24u+2B - Cr0?) - C) ( (24u° - C)

(3.3) x ((—2Au3 — 2Bu® + 0)2 + 302r4u4v4) — ACT*u*v® (AW’ + 0)2) ,

_ Cr? (24u® - O) (u? (Cr?v® — 2(Au+ B)) + C’)4
B 16u® ’

(3.4) As
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where we use the following notations:
u=¢/r, v= g/t

The thermodynamic stability in the free energy representation requires that the
Hessian is a positive-definite symmetric (0, 2)-tensor field. Accordingly, the minimal
value of the free energy is ensured by the positiveness of the leading principal minors
(Ar > 0). In entropy representation, a system is thermodynamically stable if it
satisfies the Second Law of Thermodynamics, namely, the entropy of the system
reaches its maximum. Therefore, the indicatrices related to stable physical systems
correspond to negative definite Hessians of Finsler-type Lagrangians (2.4).

The parameter v enters into the expression for minors (3.4) for even degree only.
Consequently, the ranges of the space with the same signature, are symmetrical for
positive and negative values (p/{ . Let us analyze a sign of the minor A;, depending
on parameters u. To do this, one can rewrite the minor Ay in the form:

3C%(r?u?v? +1)2
4yt

A = — 6A%u? — 6ABu — B2
Taking into account that A and C' take positive values only, A; < 0 at B =0, and it
changes its sign at B < 0 in the region of positive values of the parameter u (u > 0),
or at B > 0 — in the region of negative value u < 0. For u — 0, the main contribution
is given by the term —3C?/(4u*), Ay < 0. For u — oo, A; — —6A4%u? < 0, as well.
Therefore, in the region —oo < u < 0o, A; either does not change, or changes even
times, its sign. Due to the complicated dependence of A; on u, to find analytically
the solution of the equation A; = 0 with respect to u, is a rather difficult problem.
The equation A; = 0 should be numerically solved. In fig. 3, the contour plots which
separate the regions of positive and negative values of the minor A;, are shown for
different values of the parameters v and v.

Now let us study the minor As in the same way. For u — 0, the main contribution
is given by the term C2/(8u®), so Ay > 0 at any values of the metric parameter A,
B, C. For u — oo, we have Ay — 2A4%*u® > 0. Therefore, the minor A, does not
change, or changes its sign even times, in the range of "u” —oo < u < oo. In fig. 3,
the contour plots which separate the regions of positive and negative values of the
minor A, are presented for different values of u and v.

The sign of the minor Az=Detg;; is defined by the sign of the multiplier 24u3 —C":
Az < 0 for 24u® — C < 0, i.e., u < {/C/24; vice versa, Az > 0 for 24u — C > 0
or for v > {¢/C/2A. Let us note that the sign of the minor Az does not depend
on B and v. The contour plots for As are shown in fig. 3. The regions I,..., VI of
values of the parameters (u,v) with different sets {sign(A;),sign(As),sign(As)} at
B = 10,1071, 10, are presented in fig. 3. The signatures defined by the indexes
of inertia (n4,n_) (we call them the signatures of the Hessian) which correspond to
different regions (u,v), are presented in Table 1. The regions I, IT, and VI have the
same Hessian signature (1,2), the regions IIT and V have the Hessian signature (2,1).
The region IV holds the indexes of inertia (0, 3). When parameter B is close to zero or
takes negative values, the space regions III and V holding at B = 10 are absent. But,
for B = —10, the space region VI with {sign(A;),sign(As),sign(As)} = {+, —, +}
appears. Thus, there always exists a physically meaningful region of parameters (u, v).
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Since the Jacobi minors method does not allow to correlate a sign with definite space
coordinates and, consequently, to find all the regions having different metric signa-
tures, in order to study the metric signature we numerically calculated the eigenvalues
and the corresponding eigenvectors of the metric tensor g;; (2.7). The characteristic
equation for eigenvalues A, has the form:

(3.5) A2 — Ntrg + M(Arr + Agg + A3zz) — A3 =0

where trg = g11 + g2 + g33 is the trace of the metric tensor, and A;; are the algebraic
complements defined by the expressions:

A1l = 922933 — 9537 Az2 = 911933 — 9%3» Aszz = g11922 — 9%2'

For each eigenvalue, the corresponding eigenvector v;, ¢ = 1,...,3 is numerically
calculated, according to the formula: gv = Av. If the metric tensor is diagonal,

then the eigenvectors are chosen as unit vectors along the axes (v](-l) = 0;;). For the

non-diagonal metric tensor, the eigenvectors are defined by the expression':

A11+Xig11+27 = Nitrg
A1z+Xigi3

v, = Ai2+Xigi2
Aiz+Xigis

1

where the algebraic complements are

A1z = 912923 — 913922, A12 = 913923 — G12933-

The eigenvector was considered as a vector related coordinate ¢, r or ¢, for the largest
corresponding component. The sign of the eigenvalue corresponds to the sign of the
metric signature for this coordinate.

In figs. 4 and 5, the results of numerical calculation of indicatrix regions corre-
sponding to different metric signatures, are shown for various values of the parameter
B. As one can see, there always exist regions with metric signature (— — —). For
large positive values of B, for example, B = 1 and for enough large particle veloci-
ties Ar/At = 1/u ("u” in the range (—0.0015; —10~%)&(0;0.0015)) the regions of the
pseudo-Finsler space with signature (— — —) (the configuration space of stable Lang-
muir monolayer) are absent, and an indicatrix space (Az, Ay)-projection can live only
in regions with Hessian signature (2,1) or (1,2). It should be noted that the unified
region with Hessian signature (2,1) — which has been determined by Jacobi minors
method — is split into subregions with different metric signature (+ + —), (+ — +)
and (— + +). The decrease of B at phase transition leads to the emerging indicatrix
regions with metric signature (— — —), even for low particle velocities Ar/At (for
enough large values of u). The indicatrix part, placed in the space with metric signa-
ture (— — —), increases with the decrease of B, as shown in fig. 5(a-f), for large At.
When the metric parameter B tends to zero and takes further negative values, the
space is characterized by the existence of regions with signatures (— — +), (+— —),
(—+ —), with the inertia index (1, 2); and (— — —), with the inertia index (0, 3) only.

IHere we take into account the symmetry of the metric tensor g; i = Gji-



106 H. V. Grushevskaya, N. G. Krylova, G. G. Krylov, V. Balan

If the lack of precision does not allow to separate the different signature space regions,
then the Hessian signature ((1,2)) is only presented in simulation results. The space
regions with Hessian signature (1,2) is placed near the singularity 7 = 0. Numerical
calculations show that the space region with signature (+ — —) narrows at decrease
of B, as one can see in the comparison within fig. 5(a-f).

In the spatial regions with signatures (1, 2), the open trajectories are typical. From
physical point of view, the space with signature (1,2) describes free molecules of the
Langmuir monolayer in a state of two-dimensional (2D) liquid. The configuration
space with signature (— — —) defines a steady state of a particle at rest or limit-circle
trajectories, so it characterizes the regions of the stable monolayer in a 2D-crystal
state.

4 The Douglas and Weyl tensors and projectively flat
configuration space of 1*-order phase transition

Let us consider the geometry of spatial hypersurfaces at a given pseudotime moment.
To do this, one should assume that the time & passes at a constant rate & = const.
Then these hypersurfaces confine to

o 12 ) 22 272 )
(4.1) dp(ié) = (4% + pé - cEETO)) g
T 2&
Ifé # 0 the choice is unambiguous. A number of the hypersurface satisfies the singular
condition £ = 0. These hypersurfaces are
2+ 1r%¢% = 0(S).

In the paper [5], we considered the pseudo-Finsler subspace of the statistical manifold
with the metric function

(4.2) F? = dip(7, §)E,
which determines the system behavior on the hypersurface, subjected to the condition
(4.3) mc2é — L(s)E =& = me? — L(s) =1

and therefore named a mass surface. The metric function (4.2) is the pseudo-Finsler
metric function (2.4) out of the singularity at & — 0. The metric function (4.2) lives
on the mass surface (4.3). The condition is equivalent to selecting the flow of time
with constant rate 5 = 1, or to considering of evolution parameter s as pseudo-time
variable t: t = s. Since the condition (4.3) at f — 0 holds on any surface, in the
general case of the Finsler metric function (2.4) there exist an arbitrariness of the
mass-surface choice by means of the transformation (4.3) at & — 0. The mass surface
is a space with a restricted geometry of paths.

We remove this arbitrariness by changing s into a new evolution parameter T' =
T(s), such that the dependence on the variable £ = £(T") presents itself as a uniform
flow of proper pseudo-time, i.e., dz(g) is constant. Then, in the singular area of the
configuration space, we perform the following change of evolution parameter:
d¢  d& dT d¢

ds—ﬁazﬁﬁ—)(), e—0

(4.4)
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which holds, because 5 — 0 lives in this region. Such changes of type (4.4) are named
projective transformations. The projective transformation (4.4) of variables in the
function (2.4) produces the following non-singular Finsler function in the singular
region:

2
— 1 1 & C (r2 +r2¢2)

4.5 L=-L==dl2=—[AZ+Bg, — =L T2} 0.
( ) 62 62 P ( . + fT 2 €T €

Here the subindex T' denotes the increment of variables z = {z!, 22,23} = {£,r, ¢} at
the increase of T from T to T + AT. The function (4.5) is a non-singular part of the
metric function on the mass surface. Let us suppose that T' = T}, is a proper-time
moment of phase transition ending, with the relaxation time

dTr
78’ T 7& Tph

(46) Tph = d

for the phase transition in the monolayer. The non-singular function (4.5) can be
obtained by subtraction of a divergence in the form of the Dirac d-function from the
origin function, diverged at T = T}, as:

(4.7)

2
2 2 2,2
LAz, 2,)8(T~Tpn) = diz—A(w, 2,)5(T~Tpn) = — <A5T + B, - §W> ,
/rT T

where A(z, x,.) is the weight of the J-function. Then, the metric function on the mass
surface is

&
TT

2 2,2
re, - A

4.8) L=di%=— (A :

) + Az, 2,)0(T — Tpn)-

Thus, by using the function (4.8), we proved that the phase transition in the system
with the proper life-time 7,, = f , evolves with an uniform flow of the proper pseudo-
time £ = T, and the behavior of the system becomes singular over the proper time at
T =Tpp.

Let us construct a spray ét(x, x.T), living on a mass surface. For the evolution (4.8)
over the proper time, the velocity &, £ = T tends to zero at T' = Ty,,. Therefore, using
(4.6), the projective transformation (4.4) can be extended to the whole configuration
space (extended over the singular region), as

d d¢ dT d
(4.9) CTi = %E = %(1 -0~ Tph))Tph =0, T = Tpp.

After the change s — T, the Euler-Lagrange equations (2.5) are transformed to

2 , dT\ 2T
4.1 — = 4+ 2GW e _
(4.10) dT? 206 (%mT)} (dS) Y1 s

Therefore, taking into account (4.9), after performing the projective transformation,
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the spray gets the following form:

T\ 2 . 2T ,
Cfi) vy G = Caay)

G(m,xT):Gl(x7xT)+< g5

(4.11) : .
506 = Ton)el s (1= O = Tyn) ™" = G'(a,) = 50(6 — Tyl

The divergence of Eq. (4.11) is stipulated by the singular scalar coefficient function
(4.12) P =6(&—Tpn)é,.

For the spray (4.11) considered for T — T),, one gets = [6(T — Tpp)dT = 1.
The projective transformations preserve the prOJectlve curvature tensor W;:

, , . 1 OH! OH\ ..
41 2 = T _ v _ - k . " —
(4.13) W}, = H;, — Hé;, n+1< )x,n 3,

oxi Oxk

and the associated with it Weyl curvature tensor

*wl  oPwy/
4.14 J — =L .
( ) Wi = 3 ((“kclaxl 83’:@9’%)

Here

G 9G! 1 ;
i ! — =— _H' n=
—— 3" +2G,} |G — D2l 9 H n—lH“ n=3.

oG! %Gt

4.1 H =2-——"
(4.15) k= 20xk  Oxhdik

The projective transformations preserve the projective connection
. ) 1 ) ) .
(4.16) I =Gy — nrl (GG, e +0,GT +3'G,ly) s n=3

and the associated with it tensor Bijkl introduced by Douglas and defined through
the derivatives of the projective connection coefficients II,*;:

IV : 1 I
(4.17) B/, = aazlk -G, - — (51(; L4 OLGT, + i Gr lk) . n=3.

Let us calculate the Douglas tensor at & = 0. Since P (4.12) depends on the

coordinate & of order one only, £, = 1 and diverges, the tensor é,; ; is determined in
the singular region as:

0P 0P 0P
£—>0 &TI;, ! v

(4.18) le ox!, k Oxk Ozl r

0.

By substituting (4.18) into (4.17), one immediately proves that the projective con-
nection B,”,, (4.17) vanishes:

(4.19) B/, =0.
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Now we calculate the Weyl curvature tensor at 5 = 0. The tensor F; obtained
after applying the projective transformation @) of Hj is explicitly given as

oQ oQ
(5t k)(h 7 =200 = Qg

Here the covariant derivatives U,y = Qp), ( E?ka ) are determined as
T/ (h)

(4.20) H, = H} + ., + 65 (Qu! + Q%)

(4.21) Uy = %xﬁ gU o
(4.22)
i — 1 ;L 0U0GY . (OU 10U 0GY
ECh Z oz, Ta Ok 2 Z 51%&7’87“15’“ ~ (axkzax-jaxk>’
lymil=m lymil=m T T T T

and because considering the Euler theorem for homogeneous functions, G’ can be
expressed as

2G" = oc z”,
ax’f

where (Q = P in our case. Since P (4.12) depends on the coordinate ¢ of degree one

only, £, = 1 and diverges, the tensor ﬁz is determined in the singular region as:

. OP apP
(4.23) H, o 2y k+5k< Tah+P2>

By substituting (4.23) into (4.13), one immediately proves that the Weyl tensor W, J}cl
(4.14) vanishes:

(4.24) W, %, = 0.

The known theorem reads (see [28, p. 183]) that the path space is projectively
flat if the Weyl tensor W,’, and the projective connection B,’;, both identically
vanish. This means that there exists a flat space with a restricted path geometry in
the configuration space at E — 0, endowed with the singular Finsler metric function
(2.4). Accordingly, the configuration space is projectively flat.

Thus, the configuration space of 1%t-order phase transition is projectively flat, as
the Weyl W,7, and Douglas B,’,, tensors identically vanish. The vanishing of the
curvature tensor in the singular area certifies that the electrocapillary forces cease
to act at the monolayer separation (emergence) from the subphase surface, when the
phase transition is completed.

5 Discussion

Theorem 5.1. In the configuration space of a monolayer in a state of the first-
order phase transition, there always exists an indicatriz in space-pseudotime with the
signature (0, 3).
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Proof. At small At, Az, Ay the indicatrix is not split, and is always located outside the
region with sign-alternating signature, except of a very narrow region with signature
(1,2), according to the comparison between spatial indicatix sections (see fig. 4) for
the indicatrices, which figs. 2b—h show. Meanwhile, the width of indicatrix region
of sign-alternating signature (1,2) at Az, Ay — 0 trends to zero. At £ =0, the
indicatrix is an isotropic one, due to the vanishing of the Douglas and Weyl tensors
(4.19,4.24). Therefore the region with the signature (1,2) located at the cross-section
of the indicatrix with a plane orthogonal to the axis At, shrinks to a point. This
proves the claim. O

Theorem 5.2. In the configuration space of a monolayer being in a state of first
order phase transition, there always exists a metastable state.

Proof. The thermodynamically unstable state is characterized by the thermodynamic
phase space, the space-pseudotime configurations, with regions having signatures dif-
ferent from (0,3). The minor Ag turns out to be sign-alternating in the whole region
of parameters (u,v) (see Table 2). Accordingly, there always exists a region of the
space-pseudotime with signature different from (0,3). Several indicatrix evolutions
are shown in fig. 5. Though at df — 0 the indicatrix which is transversal to the
space-pseudotime region with the signature (1,2), is wholly located in the space with
signature (0, 3), it still evolves in the space with sign-alternating signature. In the pro-
cess of evolution, one of its sheets touches the space-pseudotime plane with signature
(1,2), which proves the claim. O

Theorem 5.3. The first-order phase transition in monolayers always corresponds to
a change of the space-pseudotime signature.

Proof. According to figs. 1f and h, the velocity § tends to zero and we have B < 1 in
the Ist-order phase transition. At 5 — 0, the indicatrix transversal to space region
of sign-alternating signature falls into a singularity, because the metric function (2.4)
diverges: dF (i, $,€,) — oo at € — 0. Meanwhile, if B < 1, after the splitting of the
indicatrix, its non-closed part in spatial section is located in both space-pseudotime
regions with signatures (1,2) and (— — —) (see figs. 2b-h and fig. 4). Therefore, the
state in the vicinity of singularity is a metastable one. When the singularity is not
yet reached, the system stays in a metastable state. Therefore at the 1st-order phase
transition, there always exists a metastable state with the signature (1,2), which
proves the claim. O

6 Conclusions

Based on the dynamics of monolayer in the contact statistical manifold and a per-
forming the signature analysis of the appropriate space, one can conclude that the
configurational space of the system is a projectively flat contact manifold. It was
shown that the first-order phase transitions in Langmuir monolayers always occur
with a change of signature of the given metric space. Acknowledgements. The
present work was developed under the auspices of the Project BRFFR No. F20RA-
007, within the cooperation framework between Romanian Academy and Belarusian
Republican Foundation for Fundamental Research.
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