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1. Introduction

The physical mechanisms and effects associated with the 
manifestation of charge instability and an electronic Mott 
insulator-to-metal transition (IMT) in correlated electron 
systems are still the subject of intensive investigation [1–3]. 
The hallmark of the IMT is a change from the case of strong 
localization of charge carriers and the gap in the density of 
states (DOS) (insulating side of the IMT) to complete or par-
tial delocalization and the disappearance of the gap (metallic 
side of the IMT). The reasons for this transition may be dif-
ferent and depend on the material and systems under invest-
igation. Numerous studies are traditionally conducted on 

silicon doped with elements such as Co [4], S [5, 6], Ti [7, 8], 
Se [9], Bi [10, 11] and V [12]. These works mainly address 
the issues of obtaining hyperdoped silicon and physics of IMT 
research in it related to the creation of the intermediate band in 
the band gap of silicon.

Observation of the Mott insulator state in underdoped 
high temperature superconductors (HTSC) and transition 
to the superconducting state in optimally doped HTSC [13] 
expanded the class of materials that are inherent in the IMT. 
Nowadays, it is reliably established that the IMT is a charac-
teristic feature of a granular and homogeneously disordered 
superconducting thin films [14], networks of superconducting 
nanowires [15], vortex systems [16], quantum spin liquids 
[17], layered perovskite oxides [18]. Various relevant drives 
can be applied to induce the IMT. Among them, it is worth 
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Abstract
We report on the electric transport properties of Si heavily doped with Sb at concentration 
just below the insulator-to-metal transition in the temperature range 1.9–3.0 K for current 
density J  <  0.2 A cm−2. The change in the sign of the temperature dependence of the 
differential resistivity R was observed: the dR/dT is positive if J  <  0.045 A cm−2 whereas 
it becomes negative at J  >  0.045 A cm−2. The effect is explained assuming the exchange by 
electrons between the upper Hubbard band (UHB) and the conduction band. The obtained J 
dependencies of the activation energy, nonequilibrium concentration, mobility and scattering 
time of the conduction electrons correspond well to this hypothesis. The reason for charge 
instability is the Coulomb repulsion between electrons occupying states both in the UHB 
and conduction band. The estimated J dependencies of the conduction electrons lifetime and 
concentration of the D− states in the UHB strongly supports this assumption.
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noting the level of doping, temperature, magnetic and electric 
fields, internal stresses in the crystal lattice, external injection 
of charge carriers.

Attention is paid, in addition to the IMT itself, to study 
of the related effects. These include, e.g. spin–orbit coupling 
induced by bismuth doping in silicon [11], variable-range 
hopping and Kondo effect signatures [12], conductivity and 
magnetoresistance near IMT [19], Coulomb gap in a doped 
semiconductor near IMT [20], spin relaxation near IMT and 
in hopping transport [21], hopping conductivity and IMT in 
doped semiconductor nanocrystal films [22, 23], emergence 
of metallic meta-stable phase [24] and metallic quantum fluc-
tuations [17]. This indicates an interest also in the effects close 
to the IMT, the study of which will help to compliment and 
clarify microscopic nature of the insulator-to-metal transition.

Recently, the peculiarities of conductivity in non-com-
pensated silicon doped with Sb (1018 cm−3) have been inves-
tigated [25–28]. It was found that in the temperature (T) 
range of 28–90 K an activation mechanism with an energy of  
1.73 meV occurs due to motion of electrons along the almost 
delocalized states. Then, in the range of 5–20 K, the spin-
dependent Mott variable range hopping mechanism prevails, 
and at lower temperatures, 1.9–3 K, an activation conduction 
mechanism with an activation energy of 1.48 meV returns. 
The latter is caused by the existence of the lower and upper 
Hubbard bands (LHB and UHB, correspondingly) and is not 
suppressed by the magnetic field [28]. This low-T range of car-
rier transport is characterized by the charge instability and the 
negative differential resistance (NDR) region with increasing 
current density [27, 28]. Since the critical concentration for 
IMT in antimony-doped silicon is (3  ±  0.2)  ×  1018 cm−3 
[29] and slightly increases only below 1 K [30, 31], it can be 
argued that the effects identified in [25–28] in Si:Sb precede 
the appearance of the IMT. Thus, further investigation of these 
properties is relevant for a more complete understanding of 
the carrier transport mechanisms manifested near the IMT in 
different temperature ranges.

On the other hand, charge instability and NDR are prom-
ising for applications. Indeed, investigation of charge carrier 
transport in Si and Si-based nanostructures is relevant for 
silicon nanoelectronics, quantum computing, non-volatile 
memory and logic with low power consumption and switching 
energy [32–34]. Significant progress has been achieved for 
a wide range of nanostructures, like atom devices based on 
single dopants in silicon nanostructures [35], spin transistors 
[36] and logic elements [37]. However, there are still many 
problems to be solved, both physical and technological. Those 
include, for example, reducing the power consumption when 
switching logic and memory elements, improving the param-
eters of MOSFET, increasing the selectivity of controlling 
qubits and the accuracy of electrical measurements of their 
state. Some of these problems can be solved by using non-
linear effects in silicon, such as charge carrier instability, 
NDR and IMT [38].

In this work, by analyzing the current and temperature 
dependences of differential resistivity extracted from cur-
rent–voltage characteristics (CVCs) R(J)  =  dE/dJ (E being 
the electric field and J being the density of current), various 

electrophysical parameters were estimated that has allowed to 
discuss mechanisms of charge carrier instability occurrence 
and change of a sign of temperature coefficient of differential 
resistivity (TCR) in the region preceding the NDR in Si:Sb 
below the IMT, i.e. on the insulating side of this transition.

2. Experimental

Samples used in this work were doped with Sb (1018 cm−3) 
single crystalline Si (1 0 0) grown by Czochralski method. 
Indium Ohmic contacts were used for transport and Hall 
effect measurements. Samples were inserted into the 
cryogen free measuring system (Cryogenic Ltd., London) 
with the superconducting magnet. More details about sam-
ples characterization and measurements can be found else-
where [27, 28, 39].

The inset to figure 1 shows low-T CVCs demonstrating the 
charge carrier instabilities preceding the NDR regions [27]. It 
is seen that when T decreases, the region preceding the trans-
ition to the NDR regime approaches the electric field axes and 
stretches along it. In the region close to the onset of the NDR 
regime, the Hall measurements have been performed. They 
revealed that, at J  =  0.02 A cm−2 and T  =  2 K the concentra-
tion of the conduction electrons is n  =  (6  ±  0.75)  ×  1016 cm−3.  
This allowed us to estimate the values of mobility µ and con-
duction electrons scattering time τ (pulse relaxation time), 
which turned out to be equal µ  ≈  15.4  ±  2.3 cm2 V−1·s−1 and 
τ  ≈  2 fs.

On the base of the measured CVCs the differential resis-
tivity R at different J and T was obtained. For initial parts 
of CVCs (J  <  5 mA cm−2, not shown) the R values are in 
the range of 60–100 Ω  ×  cm. The R(J) dependencies for the 
studied temperature range and J  >  5 mA cm−2 are plotted in 
the main panel of figure 1. One of the remarkable features of 
these dependencies is the change of the TCR sign, from nega-
tive at low currents to positive at high ones.

Figure 1. R(J) dependencies at different T. Vertical dashed line 
separates regions with negative (left) and positive (right) sign of the 
TCR. Inset: CVC at different T. The colors and temperature values 
on the inset correspond to those on the main panel.
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This change is better seen in figure 2, where we plot the R
(T) dependencies at different J. This result allows analyzing in 
detail the sign of the first derivative dR/dT. As follows from 
this figure, at low J values, R(T) increases monotonically as 
the temperature decreases. Such a temperature behavior of 
resistance is characteristic of an insulator. However, above 
a value of J  ≈  40 mA cm−2, the temperature dependence R
(T) becomes non-monotonic: with decreasing temperature, 
the differential resistivity first increases (at T  >  2.5 K and  
40 mA cm−2  <  J  <  70 mA cm−2) and then starts to decrease 
(at T  <  2.5 K) for all J  >  40 mA cm−2.

The differential resistivity at J  >  65 mA cm−2 drops by 
almost one order of magnitude at low temperatures, showing 
a metallic-like behavior.

Similar change in the temperature dependence of the 
resistance was observed earlier on two dimensional (2D) 
very high quality silicon MOSFET samples with electron 
densities below 1011 cm−2 and electron mobility greater than 
4  ×  104 cm2 V−1 s−1, when changing the degree of doping of 
the substrate [3, 40–43]. At such low electron densities, the 
Coulomb interaction becomes the main important parameter. 
With increasing the disorder in the substrates, however, the 
pure metallic behavior was never observed [44]. The same 
behavior with respect to the change in the sign of the TCR 
with the change of the substrate level doping is also charac-
teristic of GaAs heterostructures [45–47] and SiGe/Si/SiGe 
quantum wells [48]. For these 2D systems such a crossover in 
the sign of the resistance versus temperature behavior at dif-
ferent level of doping is associated with the two-dimensional 
IMT [3, 44, 49, 50].

Samples studied in this work are essentially three dimen-
sional (3D). Besides, the doping level of the samples remains 
constant, ensuring that they stay on the dielectric side of the 
IMT. What changes is the injected charge carrier concentra-
tion. Therefore, to find out the reason for the change in the 
TCR sign, it is necessary to conduct a detailed study of the 
transport and scattering mechanisms as a function of charge 
carrier concentration.

3. Discussion

3.1. Qualitative arguments

We believe that the discovered patterns are due to the mani-
festation of the following physical processes. As was shown 
earlier, the mechanism of current transport in the initial part of 
the CVCs is mainly of the activated-type due to the predomi-
nant capturing of the electrons by neutral impurity states D0 
in the LHB that transforms them into negatively charged D− 
states [27, 28]. The dominance of this activation mechanism 
causes a negative sign of the TCR (insulating-like behavior). 
The increase in the current density is accompanied by a sharp 
decrease of R (more than two orders of magnitude) and trans-
ition to a positive sign of the TCR (metal-like behavior). Such 
a TCR crossover indicates a likely change in the carrier trans-
port mechanism, from the predominance of electron capture 
to the local D0 states at dR/dT  <  0 to a purely transport by 
conduction band when the derivative dR/dT becomes posi-
tive. In this case, in contrast to the previous mechanism, in 
which the capture of electrons on the D0 states prevails, the 
main contribution to the resistance is due to the scattering of 
injected nonequilibrium electrons in the conduction band.

The above hypothesis is supported by the fact that under the 
considered conditions, due to the freezing of the major charge 
carriers, the injected electrons firstly are intensely captured 
by the neutral D0 states, their concentration in the conduc-
tion band is insignificant. The increase in the concentration 
of injected electrons leads to a sharp increase in current and 
instability [51, 52]. Therefore, the mechanism of the charge 
carrier instability in this case is associated with the effect of 
nonequilibrium concentration of conduction electrons on the 
electron exchange processes with the UHB. Achieving a cer-
tain nonequilibrium concentration of conduction electrons 
with increasing current density serves as a trigger of the pro-
cess of D− states delocalization due to the Coulomb interac-
tion, which is accompanied by a sharp change in the shape of 
CVC and the transition to the NDR regime.

The proposed hypothesis reflects appearance of the UHB 
and its apparent overlap with the conduction band. This can be 
considered as a forerunner of the insulator-to-metal transition. 
Below we will try to elucidate the role of the D− states and 
their interaction with the edge states of the conduction band in 
emergence of the charge carrier instability.

3.2. Quantitative analysis

3.2.1. Concentration instability and activation energy. To 
confirm the above qualitative arguments, a quantitative analy-
sis of the experimental data was carried out. Close to the NDR 
region the R value sharply decreases, therefore, the activation 
energy εa should also decrease. In this regard, we can apply a 
model of concentration instability in semiconductors [52]. It 
assumes that the increase of the concentration of conduction 
electrons causes decrease of the activation energy according 
to the relation

εa = εa0 − (n/nk)kT , (1)

Figure 2. R(T) dependencies at different J.
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where nk is a model parameter, at which the energy εa decreases 
on kT, k is the Boltzmann constant. Based on the activation 
mechanism it is possible to obtain current dependencies of εa, 
see figure 3.

It follows from figure  3 that the character of the εa(J) 
dependence differs for J  <  0.055 A cm−2 and J  >  0.06 A cm−2.  
A faster decrease in the activation energy with the cur rent 
increase in the first region is observed at T  =  3 K, and in the 
second, at T  =  1.9 K. Thus, an analogue of the TCR crossover 
is observed in the εa(J,T) dependences.

3.2.2. Concentration of conduction electrons n and D− 
states nt. According to the obtained estimations we deduce  
n/nk  =  2.78  ±  0.6 at J  =  0.02 A cm−2 and T  =  2 K. Based 
on the experimentally determined from Hall measurements n 
value we estimate nk  =  (2.5  ±  0.45)  ×  1016 cm−3. Supposing 
that the characteristic concentration nk is temperature indepen-
dent, the nonequilibrium concentrations of the conduction elec-
trons n at different J has been obtained. This result is shown in  
figure 4(a). As is seen, the values of n for small current densi-
ties J are temperature independent. But above J  ≈  0.02 A cm−2 
n becomes function of T, so that the observed sharp increase 
of concentration with the J increase depends on T. For higher 
temper atures the maximum in the concentration is shifted 
towards the largest J. The result of figure  4(a) confirms the 
hypothesis that the charge transport mechanism could change 
from the activation to the band one with increasing J.

Using the obtained n(J) dependencies we performed the 
evaluation of the concentration of electrons nt trapped by the 
D0 states (i.e. the concentration of the D− states). It can be 
obtained from the balance equation [53]

dnt

dt
= nRn (Nd − nt)− Gnt, (2)

where Rn is the capture rate, Nd is total concentration of donors, 
G = G0 exp(−εa/kT) is a probability of electron generation 

from D− states to the conduction band, G0 is a frequency 
factor determined by the vibrational spectrum of the impurity 
centers. According to [54], for Sb in Si G0  =  (2–3)  ×  1013 Hz. 
Considering the balance equation (2) for the stationary state, 
dnt/dt  =  0, we get

nt = nRnNd/ (nRn + G) . (3)

To estimate the capture rate on D0 state we apply the model 
of the electron capture on the hydrogen-like neutral donor with 
the emission of the acoustic phonon [55]. Since the negatively 
charged D− state exists only in a singlet state, in conditions 
when free carriers and impurity centers are not polarized, the 
capture can occur only in one quarter of the total number of 
the collision acts [55]. With this in mind, the rate of capture is 
determined by the expression [55]

Rn = ζ2 π3

16l0

Å
2εa

md

ã 1
2
Å

�
mds

ã3

ψ(εa), (4)

where ζ  =  1.1 is a numerical coefficient, l0 is the electron 
mean free path, � is the reduced Plank constant, s is the sound 
speed in Si, md is the mass of the density of states and the 
wave function ψ(εa) is expressed as

ψ (εa) =
4
π2

Å
tan−1

Å
1
x

ã
+

x
x2 + 1

ã2

, x =

√
2mds2εa

εa + εn
,

where εn is the thermal energy of the conduction electrons.
In figure 4(b) we show the obtained nt versus J dependence. 

At low J the concentration of D− states is maximum, which 
confirms the assumption of the predominance of the current 
transfer mechanism by capturing the injected electrons by the 
states in the UHB. If J increases, we observe the nt decrease, 
which is mostly pronounced close to transition to the NDR 
regime. The effect of temperature is that at a lower T there 
is a higher concentration in the region of small currents and 
a sharper decrease in the concentration nt with an increase 

Figure 3. Dependence of the activation energy εa of the conduction 
electrons on the current density at different T. Vertical dashed line 
separates regions with negative (left) and positive (right) sign of the 
dεa/dT dependencies. The restriction caused by the thermal energy 
kT is also shown.

Figure 4. (a) Nonequilibrium concentration of the conduction 
electrons n versus J; (b) Concentration of D− states nt versus 
J at different T. Inset: The relation n/nt versus J at different 
temperatures. The colors and temperature values on the panel 
(b) and inset correspond to those on the panel (a).
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in current, turning into a smooth decrease with the temper-
ature increase. This correlates with a decrease in the activation 
energy when current increases, presented in figure 3, and evi-
dences that, with a decrease in temperature the delocalization 
of D− states becomes more efficient since the concentration 
instability occurs at lower J.

The obtained nt(T) dependences clearly show that the cur-
rent transfer correlates with the interrelated redistribution 
of electrons between the states in the conduction and upper 
Hubbard bands, the ratio between which varies with the cur-
rent increase and transition to the NDR regime, see inset to 
figure 4(b).

3.2.3. The mobility µ, scattering time τ and lifetime τlf of 
conduction electrons. The obtained R(J), n(J) and nt(J) 
dependencies allow evaluating the µ(J), τ(J) and lifetime of 
conduction electrons τlf(J) dependencies.

In figure 5 we show the obtained electron mobility versus 
J at different temperatures. It follows that µ increases with J 
despite the increase of n. This is due to a sharper drop in R 
with J compared to an increase in n with J increase. This is 
seen better for T  =  1.9 K at which a sharp increase of µ is 
observed at lower J with respect to higher temperatures. Note 
that the electron mobility values hugely increase by 2 orders 
of magnitude at constant temperature (1.9 K and 2.0 K) within 
a narrow range of current density. To obtain such a variation 
of the mobility in typical n-doped semiconductors, like, e.g. 
Si-doped (Al,Ga)As, a variation of temperature over a few 
hundreds of degrees should be realized [56–58]. This issue 
will be discussed later.

In figure  6(a) the results of electron scattering time τ 
versus J are present. It follows that τ is about 1.5–5 fs for  
J  =  0.02 A cm−2 depending on T and increases up to 0.1–1 ps 
with the current growth. This variation of τ indicates the 
change in the scattering mechanism when approaching the 
NDR regime.

The lifetime relative to capture to the D0 states with the 
concentration ND0  =  Nd  −  nt is determined from the known 
expression τlf  =  1/(RnND0) [53]. Substituting equation (3) into 
the above expression for τlf we get

τlf =
1

RnNd

Å
1 +

nRn

G

ã
. (5)

The results of the calculations of τlf are shown in figure 6(b). 
Parameters of the model of electron capture by neutral centers 
in Si were taken as εn  =  (0.214–0.27) meV, md  =  0.33m0, 
s  =  9.15 105 cm s−1, l0  =  7.5 10−4 cm [55]. As follows from 
figure 6(b), the electron lifetime weakly depends on J and T 
up till a certain J  ≈  0.055 A cm−2, beyond which τlf increases 
by several times, which corresponds to the decrease of the 
capture rate on the states in the UHB.

From the n(J), nt(J) and τ(J), τlf(J) results it is possible 
to plot the behavior of τ and τlf as a function of both car-
rier concentration n and concentration of D− states nt at dif-
ferent temperatures. This result is shown in figures 7(a) and 
(b), respectively. It follows from figure  7(a) that, up till a 
certain value of n, approximately equal to nk, the scattering 
time varies slightly indicating that the scattering mechanism 
is unchanged. At n  >  nk we observe the significant increase of 
τ. From that it follows that the transition to a different scat-
tering mechanism is due to the reduction of the contribution 
of the mechanism prevailing at n  <  nk. The latter is confirmed 
by the obtained regularity of τ increase with the decrease in 
the concentration nt, figure 7(b). Therefore, we may consider 
the parameter nk introduced in the model of the concentra-
tion instability of section 3.2.1, as a critical concentration, at 
which the scattering mechanism changes.

The obtained τlf(n) dependence suggests that for n  <  nk 
when τlf  <  10 ps and varies insignificantly, the mechanism of 
the charge transfer on the localized states prevails. For n  >  nk 
the observed increase of the lifetime is most likely associated 

Figure 5. The electron mobility µ of the conduction electrons 
versus J at different T.

Figure 6. Scattering time τ and lifetime τlf of conduction electrons 
versus J at different T. The colors and temperature values on the 
panel (b) correspond to those on the panel (a).
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with the change of the mechanism of the charge transfer from 
localized states to the band conduction mechanism. This is 
also confirmed by an increase in the lifetime with a decrease 
in the nt concentration, figure 7(b).

3.2.4. Model estimation of the scattering time τ. To identify 
the prevailing mechanism of electron scattering, a model esti-
mation of τ was carried out. In the low T region, the main 
mechanism is the scattering of conduction electrons by neutral 
and charged impurities, whereas the scattering by phonons 
does not give a significant contribution. The estimations using 
the known Erginsoy and Brooks-Herring [59] models in the 
region of small J (not greater than 0.05 A cm−2) revealed a 
significant discrepancy with the experimental data.

The analysis showed that in this case the conduction elec-
trons possess by low energy (characteristic thermal energy 
is εn  <  0.3 meV), and the localized electrons due to the low 
binding energy of the D− states are characterized by a rela-
tively large effective Bohr radius of 8.5 nm. In this regard, we 
assumed the process of scattering of conduction electrons on 
D− states by the mechanism of electron–electron scattering. 
The specificity of such a mechanism is that the conduction 
electrons are thermalized, and the electrons of the D− states 
are bound. Considering this, the model of electron–electron 
scattering in the collision of an electron with a stationary 
target [59] was chosen with numerical correction [60]

1
τ
=

nq4L(β, εn)

4 × 23/2πκ2m2
nε

3/2
n

 (6)

where q is the electron charge, mn is the effective mass of 
the conduction electron, β is the inverse screening length, 
L is a function of β and εn, which in view of complexity is 
not given explicitly here. It was obtained that the scattering 
time is τ  =  1–3 fs, which is in good agreement with the 
experimental values. When J increases, the τ increases, that  
corresponds to the drop in the concentration of D− states. For 
J  >  0.05 A cm−2, when the scattering time is increased up to 
60–100 fs, the change of scattering mechanism occurs: the 
scattering by neutral states becomes predominant.

3.2.5. Energy diagrams and parameters of the Hubbard 
model. The obtained current and temperature dependen-
cies of εa, n, µ, τ and τlf point to the fact that the most likely 
mech anism of concentration instability is the Coulomb repul-
sion (CR) between electrons occupying the D− states and the 

conduction band. Due to this, a fluctuating potential relief 
arises, in UHB and conduction band both. As a result, UHB 
and the conduction band are overlapped in agreement with the 
model of concentration instability in semiconductors. Below 
we consider the possible reasons for this broadening.

The energy structure of the UHB is determined by the fact 
that the D− states are charged and interact electrostatically 
both with each other and with conduction electrons. Also, in 
this case, the fluctuating potential in the UHB is affected by 
conduction electrons, since they are in a small electric field 
(not more than 1 V cm−1) and possess of a relatively low 
thermal energy (0.214–0.27 meV). In addition, the system 
under consideration is characterized by a high concentration 
of charge carrier scattering centers, i.e. D− and D0 states, 
which contributes to the increased randomization.

To support above physical picture, we determine param-
eters of the Hubbard model which describes our samples. 
Actually, there are two main parameters: the matrix elements 
of hopping t and the electron–electron repulsion U. The band-
width W  =  2zt is often considered instead of t. Here z is the 
number of the nearest neighbors. One of the approaches to 
determine the parameters W and U for correlated electron 
system is the adopted local density approximation (LDA) 
of the density functional theory—LDA  +  U [61–63]. In this 
approach, the CR leads to the appearance of the LHB and 
UHB separated by the energy U. However, in our case, there 
is no need to use LDA  +  U approximation, since the LHB 
does not change (i.e. the electrons of the D0 states are frozen 
and the doping impurities are not ionized). In this case, we 
will only consider the filling of the UHB, i.e. the appearance 
of D− states. The value of U is found within the LDA taking 
into account the exchange-correlation contribution to the 
energy [64–66].

For the case of small J, when nt  >  n (figure 4), the elec-
trons are concentrated mainly in the UHB, so that the total 
energy of the electron system, referred to a single electron, 
can be written as

εtot (nt) = tS (nt) + UA + UH (nt)− εex (nt)− εc (nt) , (7)

where the first term is for kinetic energy, UA is the short-range 
potential for the electron-neutral atom interaction, UH is the 
Hartree term for direct Coulomb interaction, εex  and εc cor-
respond to the exchange-correlation. For the case when the 
temperature of an electron system is below the Fermi one, the 
following expressions for contributions to the energy (7) can 
be applied [65]:

Figure 7. Scattering time τ (left axes solid lines) and lifetime τlf (right axes, dashed lines) of conduction electrons versus (a) their 
concentration n and (b) concentration of D− states nt. Vertical dashed line in panel (a) corresponds to the nk value evaluated in section 3.2.1.
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tS (nt) = (3/10)
(
�2/me

) (
3π2nt

)2/3
, (8)

UH = ξq2/ [4πκrS(nt)] , (9)

εex (nt) = q2/[4πκ] · (3/4π) ·
(
3ntπ

2)1/3
, (10)

where ξ is a lattice sum that depends on the type of arrange-

ment of neighbor electrons, rS (nt) = (3/4πnt)
1/3 is the 

average distance between electrons, κ is the absolute permit-
tivity of silicon, q is the elementary charge. To take into 
account the contribution of the correlation energy, we use the 
Hedin and Lundqvist approximation [67], which is valid for 
rS/aB > 1 (aB being the Bohr radius),

εc (nt) = q2/[4πκ] · (1/2aB)C[(1 + y3)·
ln
(
1 + y−1)+ y/2 − y2 − 1/3],

 (11)
where y = rS/21aB, C  =  0.045.

Calculations of the parameters U = UH (nt)− εex (nt)− εc(nt)  
and W  ≈  tS(nt) revealed that, for the case nt  =  1016–4  ×  1017 cm−3,  
i.e. nt  >  n, they are U  =  2.25–10 meV and W  =  0.5–3.2 meV. 
Therefore, the ratio U/W is in the range of 4.5–3.1, indicating 
that the correlated electron system is similar to the Mott insu-
lator [68, 69]. The Mott insulator—like behavior in our case is 
associated with the presence of fluctuations of potential in the 
UHB. They promote charge transfer with the activation energy 
εa, which corresponds to the evaluated Hubbard parameters. In 
other words, the value of εa  =  1.48 meV [28] could be inter-
preted as the energy of Coulomb fluctuations in the UHB.

The energy diagram for the case of low current density, 
when the localization of electrons in the UHB prevails, is 
shown schematically in figure 8(a). When creating it, we took 
into account the fact that the LHB is fully occupied (the impu-
rity electrons are frozen) and the UHB is filled by trapping the 
injected conduction electrons. The LHB is separated from the 
conduction band by the ionization energy of Sb, Ed  =  43 meV 
[70]. The UHB is higher in energy from the LHB by U and 
the charge transfer through the UHB occurs by an activation 
mechanism with the energy of 1.48 meV due to fluctuations of 
the Coulomb potential.

For the case of a higher current densities, when the con-
centration of conduction electrons is significantly greater 
than in the UHB, i.e. n � nt (figure 4), to evaluate the 
parameters of the Hubbard model the influence of the con-
duction electrons should be taken into account. In this case, 
conduction electrons, which are characterized by relatively 
low kinetic energy, will be concentrated near the bottom of 
the conduction band, causing random fluctuations of the 
bottom of the conduction band Ec. Due to such fluctuations, 
the conduction band expands and overlaps with the UHB. 
This factor can be taken into account when applying the 
fluctuation model [71], in which the magnitude of such an 
expansion is defined as

W ′ = [q2/κ] · (λTFn/4π)1/2, (12)

where λTF is the Thomas–Fermi screening length, 

εF = (�2/2qme) · (3π2n/M)
2/3

 is the Fermi energy for the 
system of electrons of concentration n at temperature smaller 
than the Fermi temperature, M  =  6 is the number of equiva-
lent minima in the silicon conduction band.

The performed estimations revealed that, W ′ = 17–30 meV 
for n  =  (1–3)  ×  1017 cm−3. According to the equations  (8)–
(11), the U′ values are in the range of 5–10 meV. Thus, the 
ratio U′/W ′  ≈  0.3. This estimation gives the upper limit, since 
it does not take into account that conduction electrons can be 
transferred by conduction band with greater energy. However, 
given the nature of the system under consideration, in which 
the external electric field is very small, the charge transfer will 
occur at the bottom of the conduction band and the above esti-
mation of the parameter W ′ can be accepted as relevant.

The energy diagram for higher current densities is shown in 
figure 8(b) considering that the Coulomb interaction between 
electrons in the conduction band and in the UHB leads to the 
delocalization of the latter and a decrease of the D− states 
concentration. As a result, upon potential fluctuations caused 
by randomly distributed charges, there is a broadening and 
overlap of the conduction and D− bands.

At the microscopic level, the overlap of these bands could 
be described by the following mechanism. Electron of the D−  
state has a final binding energy εa. In a set of randomly 

Figure 8. Schematic representation of the energy diagram for the 
case of low (a) and higher (b) current densities. For details see the 
text.
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arranged D− states there will also be pairs whose Coulomb 
interaction energy exceeds εa. One of the electrons in such 
pairs leaves its neutral donor and is localized at some poten-
tial minimum of the conduction band edge (figure 8(b)). In 
other words, due to the Coulomb repulsion between D− states 
and conduction electrons, the latter will ‘push out’ the elec-
trons from the D− states, or rather, do not allow the conduc-
tion electrons to be localized at the D0 states. Considering 
only pairwise interaction, the concentration of such ‘pushed 

out’ electrons ntc can be estimated from the expression 

ntc =
´∞
εa

g(ε)dε, where g(ε) is the DOS of D− electrons 
that are affected by the Coulomb interaction ε with neigh-
bors [72]. For the considered system we determined that  
g (ε) = 4πξnnt(nt  +  n)r2(dr/dε), ε  =  (2q/κr)exp(−βr), where 
ξn is a coefficient introduced to account for the ratio between 
the number of electrons in D− states and conduction electrons, 
ξn  =  1  −  (1/2)/{1  +  exp[(n  −  nt)/nt0]}. Here nt0 is the broad-
ening parameter of the transition from n  <  nt to n  >  nt. At 
n  <  nt, ξn  =  ½, whereas at n  >  nt, ξn  →  1.

The obtained estimations of the ntс/nt variation with n at 
T  =  1.9 К revealed that its value is within the limit of 15%–
20% for J  <  0.06 A cm−2, and it significantly increases up to 
almost 100% for J  =  0.06–0.08 A cm−2. Similar dependen-
cies have been obtained for the temperature range 2–2.5 K.

3.2.6. Huge increase of the electron mobility µ with J at con-
stant temperature. In this section we turn back to the results 
of figure  3. It follows that µ increases two orders of mag-
nitude, from 10 to 1000 cm2 V−1 s−1 with current at a fixed 
temperature. It should be noted that as the current increases, 
the concentration of electrons in the conduction band n also 
increases, figure  4. It was obtained also that the µ and τ 
increase with decreasing of nt, figures 3 and 7, respectively. 
It relates to the delocalization and change of the scattering 
mechanism. As shown above, the dominant mechanism at 
low currents (large nt) is the electron–electron scattering at 
charged D− states, and at high currents (small nt)—scattering 
at neutral D0 states. The latter is characterized by a significant 
increase in τ in comparison with the scattering on D− states, 
figure 7.

Now we will consider the possible reasons for this effect. At 
small currents the dominant process is the localization of the 
injected electrons at the D0 states. This restricts significantly 
the electron mobility, because the charge transfer occurs at 
the UHB with the activation energy εa = 1.48 meV and the 
reverse thermal emission of electrons from the D− states to the 
conduction band is limited. In this case, the electron scattering 
time, which determines the conductivity, is 2–4 fs, and their 
lifetime is less than 10 ps, figure 7. These factors significantly 
restrict the mobility.

With the J increase, as shown above, the delocalization of 
the D− states occurs due to the convergence of the conduction 
and upper Hubbard bands with increasing n. In this case both 
the scattering time and the lifetime are significantly increased, 
up to 0.1–1 ps and 30 ps, correspondingly, figure  7. This is 
because: (i) the charge transfer band expands: now the charge 
is carried out not in a narrow UHB (where U/W  >  1), but in 

a relatively wide energy range, where W  >  U, figure  8(b). 
Therefore, the CR does not restrict the charge transfer; (ii) 
the scattering mechanism changes: due to a decrease in the 
concentration of the D− states scattering by neutral D0 states 
becomes dominant. It is characterized by a significantly 
smaller influence on the change of the electron momentum 
compared to the charged D− states. The attenuation of scat-
tering at the D− states, as well as the absence of ionized D+ 
states due to freezing, leads to a significant increase in the 
electron mobility.

The increase in µ is also facilitated by an increase in the 
lifetime due to the restriction of the localization of injected 
electrons, as well as a drop in the binding energy εa of elec-
trons at the D− states, figure 3. Note, that with a decrease in 
the binding energy of electrons at the D− states, the mobility 
increases significantly when scattering at neutral D0 states 
[73].

The obtained effect of huge increase of the mobility is 
not typical for bulk semiconductors. For them, as is known, 
a change in the mobility for orders of magnitude requires the 
same change in temperature [56–58]. This is valid for Si at 
relatively small impurity concentrations (1014–1016 cm−3). 
At an impurity concentration of 1017–1018 cm−3, the mobility 
with temperature generally changes non-linearly—there is 
a characteristic maximum in the region of 150–200 K [74]. 
Since in our case the µ increases with the increase in the con-
centration of conduction electrons (due to a decrease in the 
concentration of localized nt states), the analog of this effect is 
the mobility regularities in the inversion layers of n-MOSFET. 
In such structures at a fixed temperature, when the concentra-
tion of charge carriers varies, the mobility can vary widely 
[75–77]. In this case the mobility is determined by the density 
of the induced charge carriers in the inversion channel and the 
ability to regulate the scattering mechanisms, in particular, to 
exclude the dominance of scattering on charged states.

4. Conclusions

Low temperature transport properties of antimony doped 
silicon at concentration just below the insulator-to-metal 
transition have been performed. The charge carrier insta-
bility induced by the applied current has been observed. By 
studying the current dependences of electrophysical param-
eters, such as differential resistance, activation energy, con-
centrations of conduction electrons and of D− states, electron 
mobility, scattering time, electron lifetime, we have shown 
that the resulting charge instability is due to delocalization of 
the electron states in the UHB caused by the Coulomb inter-
action with conduction electrons. Parameters of the Hubbard 
model describing the 3D system under consideration have 
been estimated. They revealed that, at small current densi-
ties, J  ⩽  0.04 A cm−2, when activational carrier transport via 
the UHB occurs, U/W  ≈  3.1–4.5 and we deal with the cor-
related electron system. The energy of the activated motion 
of electrons in this case can be considered as the energy of 
the Coulomb fluctuations in the UHB. At higher current 
densities, J  >  0.05 A cm−2, U/W  ≈  0.3, delocalization of 
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the electrons in the UHB takes place resulting in overlap of 
conduction and upper Hubbard bands, so that the resistance 
drops significantly. In addition, we have demonstrated that the 
huge increase of the electron mobility is a significant feature 
of transition to the carrier transport by the delocalized band 
while keeping temperature constant. The main reason of the 
observed effects at impurity concentration below IMT is the 
charge instability controlled by current. The results obtained 
are useful for identifying the role of the UHB in the return 
of the activation conduction mechanism and the appearance 
of charge instability in such heavily doped silicon within the 
temperature range of 1.9–3 K. They are also promising for 
creation of novel energy-efficient logic elements, based on Si 
nanostructures.
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