MeXaUCIUITTMHAPHBINA UAIOT MOYKET HAYWHATHCS C BOMPOCA: YTO 3HAYHUT OBITH POXKICHHBIM? VIHCTHTYIMOHAIBEHO
B OMOATHYECKOM TI0JIe TTPOOIeMa pOXKICHHS YeIOBEeKa, TIPEKIe BCEro, PACCMaTPUBACTCS CKBO3b TIPU3MY «Bceobwyetll Oe-
KAapayuu 0 GUoIMuKe 1 npasax Yyen08eKay.

IToHnnmanue YenoBeka B pyciie TPAJIUIUH XPUCTHAHCKON OMOITHKH OCHOBBIBACTCS HA MPH3HAHUK O0XKECTBEHHOTO
Hayasia, KOTOPOE MPUCYINE KaXIOMy YEIOBCKY, U 3Ta XapaKTCPUCTHUKA HE CBA3aHA )KECTKO C aKTOM (PU3MYCCKOTO POK-
JICHHUSI, TOCKOJIBKY YEJIOBEK SIBIIICTCS YETIOBCKOM C MOMEHTa 3a4aTusi. OTCIOa M OTHOIICHUE XPUCTHAHCKON OMOATHUKU
K €€ OTKPBITBIM MpoOJIeMaM: JOMyCTUMOCTH adopTa, TPAaHHUIIaX BCIIOMOTATENbHBIX PEMPOAYKTUBHBIX TEXHOJOTHH, KC-
MIEPUMEHTAM C YEIOBCUYCCKIM T€HOMOM, BO3MOKHOCTSIM IIAHUPOBAHUS POXKIIAEMOCTH M MPUMEHEHUST KOHTPAIICIITHB-
HBIX CPEICTB ¥ T.1. VICX0/s U3 ONMMCAaHHOW BBIIIE MTO3UIIAN XPUCTHAHCKOW OMOITHUKH, BOSHUKACT PSIIT BOIIPOCOB/IIIICMM,
TaK WIM MHAYC CBSI3aHHBIX C POXKACHUEM deoBeka. Eciu rtocodcekast aHTpOIOIOTHs, SK3UCTCHIHAII3M, COIHaIbHAS
¢duocodust U ATHKA BOMPOIIAOT O IIEIOCTHOCTH YCIOBEKA, €r0 BO3MOKHOCTH POIUTHCS JJIs ceOsl U 00IIecTBa, Yepe3
peau3alikio KJIFOUYEBBIX aCIIEKTOB €r0 CYIIHOCTH; XPUCTHAHCKON OMO3THKE OCTATOUHO MPHU3HAHUS (haKTa YyeJI0OBEUeCKON
00rono00HOCTH AJIsl 3aKITFOYSHUsI 00 0COOOM CTaTyce YellOBEKa; U, UCXOIS U3 ATOT0, O MOPAJIbHOCTH/aMOPAIbHOCTH TEX
WM MHBIX pelIeHnH B cpepax, 0 KOTOPBIX TOBOPHIIOCH PaHEe.

Kak BummM, B paMkax (Grrocohmu MEOUIIUHBI M OHOATHKH € TPOOIEMON 3THYECKON OMPAaBIAHHOCTH POXKICHHUS
YeJIOBEKA CBs3aH IICNBIH y3el He TOJBKO TyXOBHBIX, HO U COIMAJIBHBIX MPOOIeM. broaTrka He OTHOPOIHA B OTHOIIICHUT
K OMKCAHHBIM MMpoOIeMaM — HanOoJiee OUCBUIHOC PA3IIMUUC HAOIFOIACTCS] MEXKIy PEIUTHO3HOW U CBETCKON OMOITH-
koii. PaHee MBI yXe paccMaTpHBajIK MPOOJeMy CTaTyca YeJI0BEUYECKOro AMOPHOHA, KOTOpasi HarnboIee OCTPO ONIyTHMa
B MAruCTPajbHBIX HAIPABICHUIX OMOMEIUIMHCKIX HUCCIIEIOBAHUM, B PAMKaX KOTOPBIX IMPOBOAWUTCS W3y4YCHHE dMOPH-
OHOB — pa3paboTKa HOBBIX ITOJXOA0OB B KOHTpAIENINH, Ooiee ITyOoKoe TOHMMaHNEe MEXaHU3MOB M TMarHOCTUKHU Oec-
TUTOTUSL, YITydIIeHue JedeHus Oecruioans MetogoM DKO, BRISBIICHIEC TEHETUISCKUX W BPOXKACHHBIX MTATOJIOTHI C TTIOMO-
IO MTPECHATAIBHON JUArHOCTUKU. BO3MOXHOCTD TaKUX MCCICIOBAaHUN M TPEOOBAHHS K HIM OBLTH H3II0KEHBI B 1997 1.
B «Koneennuu CoBera EBporibl 0 3amuTe npas ueioBeka i TOCTOMHCTBA YSJIOBEUECKOTO CYIIECTRA. ..». OJJHAKO HUKAKHE
(I)OpMaJ'[I)HbIe KOICKChI N I[pyFI/Ie HOpMaTI/IBHI)Ie AKThI HC CHOCO6HBI HE TOJIBKO peFJ'[aMeHTPIpOBaTI), HO U BBISIBUTH BCC HIO-
AHCBI TUYECKOTO OTHOIICHHUS K POXKIACHUIO YeloBeKa. PokieHne dyeoBeka Kak BhICIIAs IICHHOCTh SBJISIETCS HE MTPOCTO
«TAaKMYCOBOH OyMa)KKOi», TECTOM Ha STHIHOCTb, HO YKa3hIBACT HA caM (PyHIaMEHT ATHYECKOTO OTHOIICHHUS K YETIOBEKY.
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Rapid development of biotechnologies and their merge with recent developments in the field of Artificial
Intelligence (Al) raises many technological, moral, philosophical, ethical, legal, as well as other questions. The
rise of such technologies, like cloning or Artificial Intelligence, to name only a few, has faced different, sometimes
completely opposite reactions, ranging from very positive and enthusiastic to very hostile ones. At present, there are
a lot of relative research going on which try to estimate potential risks and advantages of these developments, as well
as bioethical and legal issues involved. Needless to say, that also leading thinkers and leading protagonists of science
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fiction show their concern about the latest advances in biotechnologies, Al, their merge and its potential implication
for the human species. The present paper analyzes the novels of British science fiction literature Frankenstein by
Mary Shelly, Altered Carbon by Richard Morgan, Spares by Michael Smith, Sirius and Odd John by Olaf Stapledon
through the prism of bioethical, moral, philosophical and other issues related to biotecnological sciences and Al.

BeicTpoe pa3BuTHE OMOTEXHOJIOTMI M MX CIMSHHE C MOCICAHUMHU pa3paboTKkaMu B 00JIaCTH MCKYCCTBEHHO-
ro uHTemiekra (nanee—MHW) nogHMMaeT MHOXKECTBO TEXHOJIIOTMYECKUX, MOPAIIBHBIX, (PUI0CO(PCKUX, STHIECKHUX,
IIPAaBOBBIX U JPYIUX BOIPOCOB. Pa3BuTHE TaKMX TEXHOJIOTUH, KaK KIIOHUPOBAHUE WM UCKYCCTBECHHBIH NHTEIICKT,
CTOJIKHYJIOCH C Pa3IMYHBIMU, HHOTAA JUAMETPAIbHO MPOTUBOIOIOKHBIMU PEAKIMAMHU, OT MO3UTUBHBIX U BOCTOP-
YKEHHBIX JI0 KpaiiHe BpaJIeOHbIX. B HacTos1ee BpeMst IIPOBOANTCSI MHOXKECTBO MCCIICIOBAHUH, TBITAIOIIUXCS OLle-
HUTbH NOTEHIMAIBHBIE PUCKU M MIPEUMYILECTBA 3TUX Pa3pabOTOK, a TAK)KE CBA3aHHBIC C HUMH BOIIPOCH OMOITHKH
u npaBa. HeCOMHEHHO, KPYITHBIE MBICIIUTENIN M ITHCATENN HAyqYHOH (DaHTACTHUKH TaKKe JJEMOHCTPHPYIOT CBOIO 03a-
0OYEHHOCTb MOCIIEHIMH JIOCTIKEHUSIMU B 00J1aCTH OMOTEXHOJIOTUH, UCKYCCTBEHHOTO MHTEIUIEKTa, UX CIIUSHUEM
1 NOTEHIMAIBHBIM BIMSHHEM Ha YeJIOBEUeCTBO. B JlaHHOI cTaThe aHAIM3UPYIOTCSl POMaHbl OPUTAHCKON HAay4YHOH
¢anractiku: «Ppankenurreitn» Moapu e, «M3menenssiii yrepoa» Puaapna Moprana, «3anuacti» Maiikia
Cwmura, «Cupuyc» n «Onn xon» Onada CramioHa — CKBO3b IPH3MY OMOITHYECKUX, MOPAJIBHBIX, PHIOCOPCKUX
U IPYTHX BOIIPOCOB, CBS3aHHBIX ¢ OnoTexHosorusmu u V.
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Rapid advancement of biotechnologies and their merge with recent developments in the field of Artificial Intelli-
gence (Al) poses many technological, moral, philosophical, ethical, legal, as well as other questions. The rise of such
technologies, like cloning or Artificial Intelligence, to name only a few, has faced different, sometimes completely
opposite reactions, ranging from very positive and enthusiastic to very hostile ones. At present, there is a lot of relative
research going on, which tries to estimate potential risks and advantages of these developments, as well as bioethical and
legal issues involved. Needless to say that also leading thinkers and protagonists of science fiction show their concern
about the latest advances in biotechnologies, Al, their merge and its potential implication for the huma species. The
present paper analyzes the novels of British Science fiction literature: Frankenstein by Mary Shelley Altered Carbon
by Richard Morgan, Spares by Michael Smith, Sirius and Odd John by Olaf Stapledon through the prism of bioethical,
moral, philosophical and other issues related to biotecnological sciences and Al.

A great number of bioethical issues were raised in one of the first science fiction novels, Frankenstein, or the Mod-
ern Prometheus (1818) by Mary Shelley.It is often considered to be one of the first science fiction novels, in which the
genius of the impressively young eighteen year old female writer sketched the impressively great number of problems to
be discussed in the coming centuries by the genre of science fiction. The novel also raises the issue of the responsibility
of science and scientists, ethics and morals relative to scientific research. It is one of the first novels to examine the issue
of eugenics, a field that was later widely explored by such prominent science fiction writers like the father of science
fiction, H.G. Wells, and the philosopher and author Olaf Stapledon. Frankenstein is also one of the first novels, which
raises the problem of immortality, as well as a moral and ethical problem of the origins of the donated organs.

Due to the embryonic state of the transplantation sciences in the times when Frankenstein was written, the problem
of compatibility of many human organs put together into one corpus did not emerge in the text. However, nowadays it is
a well-known fact that one of the key problems in organ transplantation is the compatibility of a donor organ and a recip-
ient’s body. It is rather difficult to obtain a highly compatible organ for transplantation, due to many physiological, eth-
ical, and other restrictions. There are long waiting lists of patients waiting for a suitable organ for transplantation. This
situation has created various criminal activities, like body-trafficking, body-snatching, etc. However, even if a highly
compatible organ is available, there are still many other problems to face during and after transplantation, like transplant
rejection, etc. At present, after transplantation a patient must follow forever the immune system suppressing therapy in
order to avoid the rejection of the transplanted organ. Even then, there is no 100% guarantee of the success. Needless to
say that a patient, whose immune system is constantly suppressed, is very vulnerable to various diseases, many of them
can become fatal since the recipient’s body is artificially deprived of its natural defense system.

Many scientists have been trying to solve this problem of the transplant rejection, offering various practical and
hypothetical solutions. A great breakthrough in this field was done after the invention of cloning. Cloning of human (and
animal) organs for transplantation seems to be a reason able solution of the problem. However, in some urgent situations
the availability of a suitable organ for transplantation is crucial for a patient’s life. Hence, some proposed cloning of the
whole body of patients, in order to insure that the necessary compatible organ is always available for transplantation.
However, this solution immediately raises many legal, ethical, philosophical, physiological issues as far as the clones are
concerned. A wide range of these problems is analyzed by Michael Marshall Smith in his novel Spares.

48



The novel describes the factory where the human clones are kept in small closed rooms under ground, until their
organs are needed for transplantation. If they survive the surgery, they go back to their room, mutilated. Otherwise, they
die if their vital organs are taken away for their rich twins. This business is organized by an insurance company SicurNet,
which produces clones for their clients while they are still in the womb of their Mother. For this purpose, some of the
fetus cells are extracted to grow a clone.

In the novel, clones are grown in the factory and are kept in the inhuman conditions, since the company wants to
reduce costs as much as possible. The clone factory is run by two droids and one human guard. The clones are kept in
very small rooms where they virtually stick to each other, they have no clothes, cannot speak, think, or comprehend the
world around them. All this is done not only to rminimize costs but also to justify the usage of clones for human spare
parts, since they are not personalities and not even really human. Michael Smith draws our attention to the injustice of
this situation. Is it just to cause sufferings, pain, and degradation of these creatures only because somebody else has
enough money to pay for his own clone? Is it just to treat clones with cruelty, cutting their organs away, sexually vio-
lating them, saying that they were created exactly for this purpose, hence have no rights? In the novel, the writer raises
these, as well as many other burning issues in order to sensibilize the audience to the problems related to human cloning,
organ transplantation, etc. In of his main ideas is that it is not just to strive for immortality or to solve health problems of
some people at the expenses of pain and sufferings of other creatures (clones), which differ from human beings by the
complete absence of any education and hence, are reduced to the animal level.

Another important issue raised in the novel is the responsibility of the scientists for the results of their experiments.
The writer describes in details horrifying living conditions of clones and their sufferings when their organs are taken
away for the insurance company clients. It is worthwhile to observe that also The Heart of the Dog, The Head of Pro-
fessor Dowell, The Andromeda Nebula focus on this important problem. Also, Michael Smith emphasizes that it is not
acceptable for companies and the rich to make profit at the expenses of pain and sufferings of other beings, be it clones,
humans, animals, etc.

Up to now we focused on human organ transplantation or cloned organ transplantation. However, these issues are
very closely connected to the subject of implantation of artificial organs/body parts to humans leading to the creation of
cyborgs, which rises even more ethical and philosophical issues.

Compared to normal humans, people with implanted artificial body parts can be more vulnerable (for example, pace
maker users, etc.) or, on the contrary, possess augmented abilities. In the latter case, they can be even considered to be
a different species, not even human species anymore. In this case, a problem of peaceful coexistence of species arises,
as many writers observe. Up to now, the human history has persuasively demonstrated that different nations, races, etc.,
cannot coexist peacefully for a long time, to say nothing about peaceful coexistence of humanity with cyborgs, artificial
intellect, and other cases of beings with abilities different from or superior to human ones. Coexistence with beings
possessing different abilities (as it is the case with cyborgs, Al etc.) potentially may create many problems. This theme
was analyzed from different viewpoints, starting from science fiction writers to philosophers, specialists in bioethics, etc.

As far as the science fiction approach is concerned, suffice it to mention various texts about the invasion of aliens
with superior abilities, for example, Martians in The War of the Worlds by H. G. Wells, which inspired an unlimited
number of sequels. These texts make it obvious that peaceful coexistence of species with different physical, intellectual
and technological abilities is hardly possible.

In science fiction novels Sirius and Odd John, Olaf Stapledon persuasively depicts the dynamics of coexistence of
normal humans and beings with augmented abilities. In case of Sirius, the dog’s fetus was genetically treated; various
human hormones were introduced in order to increase the brain potential. As a result of these scientific experiments,
a super dog Sirius was born. He was extremely intelligent and creative, was talented in music writing, etc. but he was
rejected by most of human beings around him because he was too different. This hostility and antagonism was gradually
escalated until people finally killed Sirius. The story of Sirius can be viewed as a metaphor, and as such, can be inter-
preted in many ways. One of the possible interpretations is that human species is not ready for peaceful coexistence with
beings equally intelligent or more intelligent but physically different from them, as it can be the case with cyborgs and
any other posthuman bodies, not to speak about Al.

Odd John by Olaf Stapledon analyses the situation when the number of beings with augmented intellectual and psy-
chic abilities is considerable and they form a colony of their own. Odd John, the founder of the colony, since his child-
hood posesses super intellectual abilities and is able to use telepathy. He finds other kids with the same super abilities
and brings them to the uninhabited Island, since their peaceful coexistence with normal humans is not possible. But even
on the island they are not left in peace because the leading world powers try to force the colony members to join them
since they want to use their super abilities. In despair, Odd John and his colony destroy the island and commit suicide.
Hence, humanity will either try to use human beings with augmented abilities for their profit, or will try to destroy them.
Very often, the war in this case is inevitable.

Closely connected to the idea of organ transplantation (and in particular, head transplantation) is the concept of the
individual’s life experience back up on the implanted microchip that can be transplanted to another body. This concept
is explored by Richard Morgan in Altered Carbon. The novel analyzes this concept from the point of view of various
disciplines, hence, it can be considered an intersectional, interdisciplinary study of the concept.
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The novum in the novel is the possibility to store individual life experiences on the microchip implanted in one’s
body. If the body is damaged, the microchip can be transplanted to another human body, a ‘sleeve’. This novum embrac-
es several concepts: artificial organ transplantation and hence, creation of a cyborg, hypothetical possibility of eternal
life through innumerable re-implantation of the microchip, and many others. The author raises many issues related to
these concepts: ethical, philosophical, medical, psychological, legal, etc. On one hand, the long cherished dream of the
humankind about the eternal life became realistic; after the death of the body all personal memories (read: the core of
personality) can be extracted on the chip and brought again to life in another body, this process can be repeated to in-
finity. On the other hand, this almost utopian idea creates a dark dystopian reality: there are not enough suitable bodies
for everyone and that causes criminal, illegal phenomena like murder, body snatching, etc. Also, like any other trans-
plantation, this operation of re-sleeving causes side effects, it influences negatively the consciousness, causes memories
interferences and other mental problems. There are already enough mental problems and diseases, which invalidates
a normal human body. In case of such chip implantation, the recipient body comes into conflict with the implanted chip,
producing various mental disorders. The metaphor of the chip transplantation can stand also for other similar ideas like
brain/head transplantation to a human body, brain/head transplantation to artificial body, download of all the vital infor-
mation from a dead human body to artificial body, etc.

In the novel, Richard Morgan tries to sensibilize the readers to the idea that this kind of transplantation of the vital
information (actually, the core of personality), though seems to be an ideal solution to live forever, in reality creates
many grave problems due to the serious flaws of human nature like greediness (for power and money), aggression, etc.

In Altered Carbon, Richard Morgan employs the idea that it is possible to combine the microchip with all the indi-
vidual’s vital data saved and the new brain and body. Hence, a new body is guided and coordinated by its brain and an
implanted chip. This idea can be viewed as an intermediate point on the way to fully artificial intelligence, substituting
a human brain, commanding either an artificial body or a human one. However, this idea is not new, since artificial
thought-capable beings have populated literary fiction for centuries, starting from Greek myths. Interestingly enough,
some scholars of Al consider Frankenstein’s Creature to be one of the first examples of AI (McCorduck, 2004: 5-6)

Indeed, the idea of an entity endowed with artificial intelligence can be traced back to Greek mythology (McCor-
duck et al., 1977:952).Suffice it to mention Hephaestus, the god of metallurgy, invention and technology, who created
Talos, a giant automaton made of bronze and destined to protect Europa in Crete from pirates and invaders. This automa-
ton had humanlike features, like blood vessels and human qualities such as emotions and judgements. It is worthwhile to
emphasize that Greek mythology tried to explore the connection between man and nature, and human desire to manipu-
late and control the world. The myths about the creation of artificial beings with human intellect also posed fundamental
ethical questions about what it meant to be human and whether intelligent technological creations could be considered
human if they displayed humanlike characteristics.

Another milestone work of science fiction, which greatly influenced the development of Al is the collection of
short science-fiction stories in /, Robot by Isaac Asimov (1950). The writer depicts the development of humanlike
robot, which possessed a form of artificial intelligence. Asimov makes a very important proposal that intelligent ro-
bots must be programmed with human morals, ethics and empathy, which he embodies in 7Three Laws of Robotics
that still continue to have a great influence in discussions concerning Al development and research (Madgwick Phil).
However, it wasn’t really until World War II that scientists started using the new technologies which allowed them to
take the first steps towards making Artificial Intelligence a physical reality (McCorduck, 1977: 951-954). In 1950, Alan
Turing’s theory of computation suggested that a machine, by shuffling symbols such as 0 and 1, could simulate reasoning
and deduction. Along with concurrent discoveries in neurobiology, information theory and cybernetics, psychology and
language, researchers started to consider the possibility of building an electronic brain that could enable a humanlike
being to think and speak like a real human. (Turing, 1950: 442). With this objective in mind, Alan M. Turing wanted
to answer the question “Can machines think?” (Turing, 1950: 433-436), using the “Interaction game” that consisted in
computer mediated communication between a person, unaware of who the interlocutors were, a programmed computer
and another person. Turing’s proposal was that if a human could not distinguish between responses of a machine and
those of a human, it could be considered intelligent (Turing, 1950: 454).

Nowadays, a broad definition of Artificial Intelligence could be as follows: Artificial intelligence is a branch of
computer science that refers to the programmed capability of machines to mimic cognitive functions that are associated
with the human brain, such as learning and problem solving. (Russell and Norvig, 2010: 60-61).

Another definition of Al describes it as “a system’s ability to correctly interpret external data, to learn from such
data, and to use those learnings to achieve specific goals and tasks through flexible adaptation.” (Kaplan and Haenlein,
2019: 2).

These types of systems can learn from the surrounding world by using deep learning - an algorithmic ap-
proach that drawn inspiration from the stratified neural networks that make up the human brain’s architecture (Bas-
sett and Gazzaniga, 2011: 200-209). The artificial neural networks- layers of mathematically simulated neurons by
the way interconnected layers of neurons fire in a brain - allow the system to learn by comparing itself to the de-
sired output and altering the strengths of the connections between its internal neurons to reinforce connections that
seemed to have been successful, as it learns to make sense of new information (Russell and Norvig, 2010: 5-28).
Big data can be defined as collections containing enormous amounts of data that are recorded, processed and shared.
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To process data, identify patterns and make predictions for specific issues, Artificial lintlligence systems are trained ac-
cordingly with algorithms - which are basically sets of instructions that tell a computerized system how to handle data.
The results can be interpreted as models that provide insights into the activity under analysis (Russell and Norvig, 2010:
34-46).

The Artificial Intelligence field is primarily based on the field of computer science, information engineering, math-
ematics, but the research has extended to include humanities, psychology, linguistics, philosophy, and many other fields.
This allowed Al research to extend from robotics and manipulation of objects to a more abstract reasoning, knowledge
representation, planning, learning, natural language processing and perception. (Kurzweil, 2005: 34, 160).

At present, Artificial Intelligence is used in numerous fields of human activities; it is employed in all five sectors
of economy. It can be also very useful in education (Second Language Acquisition, SLA studies, Translation Studies,
Math, Sciences, test correction, teaching interactive platforms, etc.). Al is a very powerful instrument capable of solving
various complicated problems. However, as any powerful instrument, (laser, nuclear energy, etc.) it must be used with
prudence. In the wrong hands (obsessed with thirst for power and money, aggression, etc.) it can do more harm than
good. Hypothetically, Artificial Intelligence has a potential to become a real threat to humanity, if it gets out of control
or out of order (as many of the works of science fiction warn us).

Also, implantation of artificial organs, body parts or Artificial Intelligence into human body (cyborgs) can also
augment body abilities and this extra force can be used by money and power thirsty individuals to reach their goals,
intimidating or killing other people, untill their targets are reached.

The present paper analyzed the novels of British Science fiction literature: The Heart of the Dog by Mikhail Bulga-
kov, The Head of Professor Dowell by Alexander Belyaev, Andromeda Nebula by Ivan Yefremov, Frankenstein by Mary
Shelley Altered Carbon by Richard Morgan, Spares by Michael Smith, Sirius and Odd John by Olaf Stapledon through
the prism of ethical, moral and philosophical issues related to biotecnological sciences and Artificial Intelligence. The
research aimed at demonstrating that already at the early stage of development of biomedical sciences and Al, these
science fiction writers posed many important moral, philosophical, ethical, and legal questions related to the progress of
biotechnologies and Artificial Intelligence, which are only now being widely discussed in the society.
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Cerosst ”HPOPMAIIMOHHBIC CHCTEMbI 1 HAHOTEXHOJIOTHUH IIMPOKO PACIPOCTPAHECHBI, U chepa uX IPUMECHCHHS
MPOJOJIKACT paclIupsAThC. B TO ke BpeMs HelpeackazyeMoCThb MOCIeACTBUI NPUMEHEHHsSI MHOTHX HOBEMILINX Ha-
HOTEXHOJIOTHH, 0COOEHHO B OMOMETUIMHE, TIPEIIoIaraeT TIIATeIbHYIO IPEABAPUTEIBHYIO OIICHKY PHCKOB 00pat-
HOTO, HETraTUBHOTO UX BO3/eWcTBUs. OHO HANPABIECHO HA 3aAIIUTY DKOJIOTHHU YEJIOBEKa, OXpaHy 3I0POBBS U KU3HU
monei. 3amuTa npaB U JOCTOMHCTB YEJIOBEKa B CBSI3U C MPUMEHEHUEM COBPEMEHHBIX JOCTHKCHUN HAYKH U TEX-
HUKHU B OMOJIOTHH U MEAMIIMHE, YTO OCOOCHHO aKTYaJIbHO CETOMIHS, TOCIYKHT JETy 3allUThI JOACH OT HEraTHBHBIX
[OCJIEICTBUM COBPEMEHHBIX TEXHOJIOTHH.

Today information systems and nanotechnologies are widespread and their scope continues to expand. The
unpredictability of the consequences of using many of the newest nanotechnologies, especially in biomedicine,
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