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Abstract

The aim of paper is considering the problem of estimation of conditional
survival function in the case of right random censoring with presence of covariate.
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Let us consider the case when the support of covariate C is the interval [0, 1] and
we describe our results on fixed design points 0 ≤ x1 ≤ x2 ≤ ... ≤ xn ≤ 1 at which we
consider responses (survival or failure times) X1, ..., Xn and censoring times Y1, ..., Yn
of identical objects, which are under study. These responses are independent and
nonnegative random variables (r.v.-s) with conditional distribution function (d.f.) at
xi,Fxi(t) = P (Xi ≤ t/Ci = xi). They are subjected to random right censoring, that is
for Xi there is a censoring variable Yi with conditional d.f. Gxi(t) = P (Yi ≤ t/Ci = xi)
and at n−th stage of experiment the observed data is S(n) = {(Zi, δi, Ci), 1 ≤ i ≤ n},
where Zi = min(Xi, Yi), δi = I(Xi ≤ Yi) with I(A) denoting the indicator of event A.
Note that in sample Sn r.v. Xi is observed only when δi = 1. Commonly, in survival
analysis independence between the r.v.-s Xi and Yi conditional on the covariate Ci is
assumed. But, in some practical situations, this assumption does not hold. There-
fore, in this article we consider a dependence model in which dependence structure is
described through copula function. So let

Sx(t1, t2) = P (Xx > t1, Yx > t2), t1, t2 ≥ 0,

the joint survival function of the response Xx and the censoring variable Yx at x. Then
the marginal survival functions are Sx

X(t) = 1 − Fx(t) = Sx(t, 0) and Sx
Y (t) = 1 −

Gx(t) = Sx(0, t), t ≤ 0. We suppose that the marginal d.f.-s Fx and Gx are continuous.
Then according to the Theorem of Sclar (see, [1]), the joint survival function Sx(t1, t2)
can be expressed as

Sx(t1, t2) = Cx(S
X
x (t1), SXx (t2)) , t1, t2 ≥ 0, (1)

where Cx(u, v) is a known copula function depending on x, SXx and SYx in a general
way. We consider estimator of d.f. Fx which is equivalent to the relative-risk power
estimator [2,3] under independent censoring case.

Assume that at the fixed design value x ∈ (0, 1), Cx in (1) is Archimedean copula,
i.e.

Sx(t1, t2) = ϕ−1
x (ϕx(S

X
x (t1)) + ϕx(S

Y
x (t2))), t1, t2 ≥ 0, (2)
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where, for each x, ϕx : [0, 1]→ [0,+∞] is a known continuous, convex, strictly decreas-
ing function with ϕx(1) = 0. We assume that copula generator function ϕx is strict,
i.e. ϕx(0) =∞ and ϕ−1

x is a inverse of ϕx. From (2), it follows that

P (Zx > t) = 1−Hx(t) = Hx(t) = Sx
Z(t) = Sx(t, t) =

= ϕ−1
x (ϕx(S

X
x (t)) + ϕx(S

Y
x (t))), t ≥ 0, (3)

Let H
(1)
x (t) = P (Zx ≤ t, δx = 1) be a subdistribution function and Λx(t) is crude

hazard function of r.v. Xx subjecting to censoring by Yx,

Λx(dt) =
P (Xx ∈ dt,Xx ≤ Yx)

P (Xx ≥ t, Yx ≥ t)
=
H

(1)
x (dt)

SZx (t−)
. (4)

From (4) one can obtain following expression of survival function SXx :

SXx (t) = ϕ−1
x [−

t∫
0

ϕ
′

x(S
Z
x (u))dH(1)

x (u)], t ≥ 0. (5)

In order to constructing the estimator of SXx according to representation (5), we intro-

duce smoothed estimators of SZx , H
(1)
x and regularity conditions for them. We use the

Gasser-Müller weights

wni(x, hn) =
1

qn(x, hn)

∫ xi

xi−1

1

hn
π(
x− z
hn

)dz, i = 1, ..., n, (6)

with

qn(x, hn) =

∫ xn

0

1

hn
π(
x− z
hn

)dz,

where x0 = 0, π is a known probability density function (kernel) and {hn, n ≥ 1} is a
sequence of positive constants, tending to zero as n→∞, called bandwidth sequence.
Let’s introduce the weighted estimators of Hx, S

Z
x and H

(1)
x respectively as

Hxh(t) =
n∑
i=1

wni(x, hn)I(Zi ≤ t), SZxh(t) = 1−Hxh(t),

H
(1)
xh (t) =

n∑
i=1

wni(x, hn)I(Zi ≤ t, δi = 1). (7)

Then by pluggin estimators (6) and (7) in (5) we obtained the following intermediate
estimator of SXx :

SXxh(t) = 1− Fxh(t) = ϕ−1
x [−

t∫
0

ϕ
′

x(S
Z
x (u))dH(1)

x (u)], t ≥ 0.
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In this work we propose the next extended analogue of estimator introduced in [2,3]:

ŜXxh(t) = ϕ−1
x [ϕ(SZxh(t)) · µxh(t)] = 1− F̂xh(t), (8)

where µxh(t) = ϕ(SXxh(t))/ϕ(S̃Zxh(t)), ϕ(SXxh(t)) = −
t∫

0

ϕ
′
x(S

Z
xh(u))dH

(1)
xh (u),

ϕ(S̃Zxh(t)) = −
t∫

0

ϕ
′
x(S

Z
xh(u))dHxh(u). In order to investigate the estimate (8) we in-

troduce some conditions. For the design points x1, ..., xn, denote ∆n = min
1≤i≤n

(xi −
xi−1), ∆n = max

1≤i≤n
(xi − xi−1).

For the kernel π, let ‖π‖2
2 =

∫∞
−∞ π

2(u)du, mν(π) =
∫∞
−∞ u

νπ(u)du, ν = 1, 2.
Moreover, we use next assumptions on the design and on the kernel function:

(A1) As n→∞, xn → 1,∆n = O( 1
n
),∆n −∆n = o( 1

n
).

(A2) π is a probability density function with compact support [−M,M ] for some M >
0, with m1(π) = 0 and |π(u)− π(u

′
)| ≤ C(π)|u− u′|, where C(π) is some constant.

Let THx = inf{t ≥ 0 : Hx(t) = 1}. Then THx = min(TFx , TGx). For our results we

need some smoothnees conditions on functions Hx(t) and H
(1)
x (t). We formulate them

for a general (sub)distribution function Nx(t), 0 ≤ x ≤ 1, t ∈ R and for a fixed T > 0.

(A3) ∂2

∂x2Nx(t) =
··
Nx(t) exists and is continuous in (x, t) ∈ [0, 1]× [0, T ].

(A4) ∂2

∂t2
Nx(t) = N

′′
x (t) exists and is continuous in (x, t) ∈ [0, 1]× [0, T ].

(A5) ∂2

∂x∂t
Nx(t) =

·
N
′
x(t) exists and is continuous in (x, t) ∈ [0, 1]× [0, T ].

(A6) ∂ϕx(u)
∂u

= ϕ
′
x(u) and ∂2ϕx(u)

∂u2 = ϕ
′′
x(u) are Lipschitz in the x−direction with a

bounded Lipschitz constant and ∂3ϕx(u)
∂u3 = ϕ

′′′
x (u) exists and is continuous in (x, u) ∈

[0, 1]× (0, 1].
We derive an almost sure representation result with rate.
Theorem 1. Assume (A1), (A2), Hx(t) and H

(1)
x (t) satisfy (A3)-(A5) in [0, T ] with

T < THx , ϕx satisfies (A6) and hn → 0, logn
nhn
→ 0, nh

5
n

logn
= O(1). Then, as n→∞,

F̂xh(t)− Fx(t) =
n∑
i=1

wni(x, hn)Ψtx(Zi, δi) + rn(t),

where

Ψtx(Zi, δi) =
−1

ϕ′x(S
X
x (t))

[

∫ t

0

ϕ
′′

x(S
Z
x (u))(I(Zi ≤ u)−Hx(u))dH(1)

x (u)−

−ϕ′x(SZx (t))(I(Zi ≤ t, δi = 1)−H(1)
x (t))−

−
∫ t

0

ϕ
′′

x(S
Z
x (u))(I(Zi ≤ u, δi = 1)−H(1)

x (u))dHx(u)],

and

sup
0≤t≤T

|rn(t)| a.s.= O((
log n

nhn
)
3/4

) .
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The weak convergence of the empirical process (nhn)1/2{F̂xh(·)−Fx(·)} in the space
l∞[0, T ] of uniformly bounded functions on [0, T ], endowed with the uniform topology
is the contents of the next theorem.

Theorem 2. Assume (A1), (A2), Hx(t) and H
(1)
x (t) satisfy (A3)-(A5) in [0, T ] with

T < THx , and that ϕx satisfies (A6).

(I) If nh5
n → 0 and (logn)3

nhn
→ 0, then, as n→∞,

(nhn)1/2{F̂xh(·)− Fx(·)} ⇒Wx(·) in l∞[0, T ].

(II)If hn = Cn−1/5 for some C > 0, then, as n→∞,

(nhn)1/2{F̂xh(·)− Fx(·)} ⇒W*
x(·) in l∞[0, T ],

where Wx(·) and W*
x(·) are Gaussian processes with means

EWx(t) = 0, EW*
x(t) = ax(t),

and same covariance

Cov(Wx(t),W
(
xs)) = Cov(W*

x(t),W
*
x(s)) = Γx(t, s),

with

ax(t) =
−C5/2m2(π)

2ϕ′x(S
X
x (t))

∫ t

0

[ϕ
′′

x(S
Z
x (u))

··
H x(u)dH(1)

x (u)− ϕ′x(SZx (u))d
··

H(1)
x (u) ],

and

Γx(t, s) =
‖π‖2

2

ϕ′x(S
X
x (t))ϕ′x(S

X
x (s))

{
∫ min(t,s)

0

(ϕ
′

x(S
Z
x (z)))

2
dH(1)

x (z)+

+

∫ min(t,s)

0

[ϕ
′′

x(S
Z
x (w))SZx (w) + ϕ

′

x(S
Z
x (w))]

∫ w

0

ϕ
′′

x(S
Z
x (y))dH(1)

x (y)dH(1)
x (w)+

+

∫ min(t,s)

0

ϕ
′′

x(S
Z
x (w))

∫ max(t,s)

w

(ϕ
′′

x(S
Z
x (y))SZx (y) + ϕ

′

x(S
Z
x (y)))dH(1)

x (y)dH(1)
x (w)−

−
∫ t

0

[ϕ
′′

x(S
Z
x (y))SZx (y) + ϕ

′

x(S
Z
x (y))]dH(1)

x (y)·

·
∫ s

0

[ϕ
′′

x(S
Z
x (w))SZx (w) + ϕ

′

x(S
Z
x (w))]dH(1)

x (w)}.
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