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Abstract: India is one of the major iron ore producing 

country and requires quality monitoring of iron ore.  An 

attempt has made to develop a vision-based system for 

continuous iron ore grade prediction during 

transportation of ores through conveyors. A Gaussian 

process regression (GPR) algorithm was used to develop 

the model. To design the system, a pilot conveyor belt 

setup was fabricated to replicate the mine conveyor 

system and consists of image capturing system to capture 

images during transportation of ores. The images were 

processed and GPR was calibrated using the grade values 

of 26-iron ore samples. A set of 18 features (9-colors and 

9-textures) were extracted from each of the 26-captured 

images for model development. The performance results 

revealed that the predicted grade has closely agreement 

with the actual grade of the ores. The correlation 

coefficient (R2) between the observed and predicted 

grades was found to be 0.9569.   

Keywords: Gaussian process regression, machine vision, 

iron ore grade prediction. 

1. INTRODUCTION  

In last few decade, the demand of steel increased 

many fold in all over the world. Due to increase in the 

demand of steel, the demand of iron ore is also increased 

as this is basic raw material for production of iron and 

steel. The steel producing industries also requires specific 

grade of iron ores for smooth running of the plants. On 

the other hand, the iron ore reserves found in wide 

varieties like hematite, magnetite, limonite, and siderite. 

This requires maintaining a quality control process in the 

mining industry. The quality of ore in terms of physical 

(size, shape, strength, etc.) and chemical (composition, 

grade, etc.) properties specifically defined for the 

extraction of valuable material through particular 

treatment process (Ivanov, 1986). 

In India, the iron ore reserves are distributed in many 

parts of the country. The highest iron ore producing state 

is Odisha followed by Chhattisgarh, Jharkhand, and 

Karnataka (IBM annual report 2014-15). A little 

production of iron ore is also observed in Andhra Pradesh, 

Madhya Pradesh, Maharashtra, and Rajasthan. The 

quality of iron ores are varying in different reserves in 

India.  

Thus, the present study attempts to develop an online 

machine vision-based system for iron ore grade 

prediction. The proposed system facilitates continuous ore 

grade prediction with a negotiated accuracy and 

operational cost.  

The machine vision-based system is an approach to 

replace the human vision system. This technology is 

successfully implemented in many industries including 

mineral industries for various purposes. The machine 

vision technology was first introduced in mining industry 

with an automatic image analyzer installed in Mineralogy 

division of National Institute for Metallurgy in South 

Africa in 80’s (Oosthuyzen, 1980). In early 90’s at 

Tuscaloosa Research Center, the color-based vision 

system was introduced for mineral beneficiation (O’Kane 

et al., 1990). With the on-going development of advance 

image capturing and processing technology, the accuracy 

of the machine vision system has improved a lot in the 

last decade. Machine-vision system basically uses the 

image-based features like color, texture, and shape etc. 

(Chatterjee et al., 2010; Patel and Chatterjee; 2016; Perez 

et al., 2011; Singh and Rao, 2006; Tessier et al., 2007) for 

identification of the objects.  

In the mineral industry, machine vision system are 

used for size distribution analysis (Koh et al., 2009; 

Thurley and Ng, 2008), ore classification (Chatterjee, 

2013; Patel and Chatterjee, 2016; Perez et al., 2015; 

Singh and Rao, 2006; Tessier et al., 2007), material 

composition analysis of ore (Tessier et al., 2007; 

Chatterjee et al. 2010; Perez et al., 2011), and froth 

floatation analysis (Aldrich et al., 2010).    

There are very few machine vision-based algorithms 

were developed for ore grade estimation. Oestreich et. al. 

(1995) analysed the correlation between color based 

features (color vector angle) and grade values using 

simple correlation analysis. In 2010, Chatterjee et. al. 

were suggested principal component analysis (PCA) 

based neural network (NN) model for quality monitoring 

system of limestone ores. In 2011, Chatterjee and 

Bhattacharjee were developed a genetic algorithm (GA)-

based neural network (NN) model for iron ore grade 

estimation using color, texture, and morphological 

features. In all the past, the models for grade estimations 

were developed based on the images captured in offline 

condition. Thus, there is a question mark on the direct 

implementation of the technology in the industry. The 

present study aims to develop a machine vision-based 

system for iron ore grade prediction using the Gaussian 

process regression (GPR) algorithm in online mode. 

Gaussian processes are powerful, non-parametric tools for 

learning regression functions from sample data. The 

advantages of GPR-based system are its flexibility, ability 

to provide uncertainty estimates, and ability to learn noise 

and smoothness parameters from training data (MacKay, 

1997).  
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2. METHODOLOGY  

The iron ore samples were collected from TRB mine 

Tensa, of JSPL. It is situated on Tensa valley of 

Sundargarh District in Orissa (India). The location map is 

shown in Fig. 2. For the development of robust model, 

samples were collected from different parts of the mine to 

maintain the heterogenic condition. The stratified random 

sampling procedure was followed for sample collection.  

 

Fig.1 - Map showing the sample collection mine 

A prototype of conveyor transportation system (shown 

in in Fig. 3) was fabricated in the laboratory for capturing 

the images during transportation of ores. The belt is run 

by a 0.5 horse power motor with 1400 rpm using electric 

power supply shown in the inner view of the image. For 

image capturing, a Logitech HD C310 webcam of 720 

pixel quality and 30 fps was installed as shown in the 

outer view of the image. Light sources are mounted at an 

angle of 45º to minimize the reflectance and to get the 

better resolution image.  

 

Fig.2 - Laboratory scale conveyor transportation system  

The next step is image processing for extracting the 

image features. But, before extraction of features, image 

pre-processing is done for removing the noise in the 

images. In the past, a number of methods (median filter, 

Wiener filter, local pixel grouping, bilateral filter) were 

developed for noise removal. The present study uses 

adaptive median filter for noise removal. After noise 

removal, features were extracted from each of the 

captured images. These features were used for model 

development. 

In the past, the Gaussian process was used for 

prediction in various domains of engineering and science 

(Archambeau et al., 2007; Atia et al, 2012; Chen et al., 

2014; Bailer-Jones et al., 1997; Rasmussen & Williams, 

2006).  

 

Rasmussen and Williams (2006) has defined Gaussian 

process as a collection of random variables, any finite 

number of which has a joint Gaussian distribution.  The 

Gaussian process can be represented with the mean and 

covariance functions as: 
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Where, m is the mean function and k is the covariance 

function. 

The mean and covariance will be a vector and matrix 

respectively for the multivariate dataset. In most of the 

real problem mean are considered as zero, i.e., m(x) = 0. 

If the training data set consist of N number of samples 

with d dimension as x1, x2,…, xd and the scalar target t, 

then the training data can be represented as D={(xi, ti), 

i=1,…,N}. The target value can be determined as ti 

=f(xi)+ϵi, where ϵi is a Gaussian noise with zero mean and 

variance, σn
2. 

If the testing data observation is represented by x*, 

then its corresponding target, t* can be estimated by the 

value of hypothesized Gaussian process f* at the 

observation point (Raghavendra and Deka, 2016). This 

can be obtained as: 
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where, 

t is the joint normality of training target value and is 

given by  N
iitt

1
  , 

X is the joint normality of training observation and is 

given by  N
iixX

1
  , 

IN is the identity matrix of size N×N, 

k(x*) is the vector of covariance between testing 

observation and all training observation and is given by 
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K(X, X) is the covariance matrix between the N 

training observation. This is given by  
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Thus, the predictive distribution model can be 

obtained by conditioning the training samples. This is 

given by 
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where, µ* is the mean prediction. The mean prediction 

can be estimated as  
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σ* is the variance prediction. The variance prediction 

can be estimated as: 
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From the above equations, it can be observed that the 

mean prediction is a linear combination of the observed 

target. Also, it was observed that the variance is 

depending only on the observed inputs and not on the 

observed target. This is one of the properties of Gaussian 

distribution.  

3. RESULT AND DISCUSSION  

The iron ore samples were collected from TRB iron 

ore mine, Tensa. These samples were feeded with a 

uniform rate at the inlet point of the pilot-scale conveyor 

system. The system were captured the images of the ores 

during transportation from inlet to outlet point of the 

conveyor set-up. A set of 26 images were captured and 

the corresponding samples were analysed in the 

laboratory for ore grade estimation. The captured images 

were further processed for feature extractions. A set of 18 

features (9-colors and 9-textures) were extracted from 

each of the 26 images. The color features were extracted 

in RGB color space for all components (red, green, and 

blue). For each of the three color space, three features 

(histogram based weighted average, skewness, and 

kurtosis) were extracted. The intensity component of HSI 

color space was used for texture feature extraction. A set 

of nine textural features [one cumulative distribution 

function (CDF) based feature (Mustapha et al., 2014), 

four wavelet-based features (Murtagh and Starck, 2008), 

and four Gabor-based features (Perez et al., 2015)] were 

extracted.  

These features were further used for the development 

of GPR-based iron ore grade prediction model. The 

extracted features along with the estimated grades were 

normalized in the range of 0 to 1. This is one of the pre-

requisite for an efficient model development. The data set 

were divided into two parts (training and testing) 

approximately in the ratio of 3 to 1.  That is, training data 

set consists of 19 samples and testing data set consists of 

7 samples.  

A Gaussian process toolbox GPML 3.5 (Gaussian 

process for machine learning) developed by Rasmussen 

and Nickisch (2015) were used for development of model. 

The toolbox is available free of cost in the website of 

Gaussian process organization 

(http://www.gaussianprocess.org). The model uses an 

isotropic squared exponential covariance function and 

zero mean function. The Gaussian likelihood function was 

used for likelihood operation. The Kullback-Leibler 

optimal approximation (KL) inference method was used 

in the model development. 

The GPR based model was trained with the features 

data of 19 samples and tested with the features data of 

remaining 7 samples. The model performance results for 

the testing samples are shown in Fig. 4. A comparative 

values of GPS based regression result with the other two 

regression methods [tree based regression and radial basis 

function (RBF) based regression] and the actual grade of 

the iron ores are presented in Fig. 4. It can be easily 

inferred from Fig. 4 that the GPR-based prediction results 

for 7-testing samples are closely related with the actual 

iron ore grades.  It is also observed that the deviations of 

GPR-based model results from the actual grades are less 

in comparison to the tree and RBF based regression. 

 

Fig.3 - Comparison of GPR model with TREE and RBF 

model 

The correlation coefficient between the predicted and 

the actual grades of iron ores was calculated to check the 

accuracy of GPR model.  The correlation coefficient was 

found to be 0.9569. The correlation coefficient value 

clearly indicates that the GPR-based regression model can 

predict the iron ore grade with good accuracy.  On the 

other hand, the correlation coefficient between the 

predicted and the actual grades of iron ores of tree-based 

regression model and RBF regression models were found 

to be 0.9422 and 0.8998 respectively.  

4. CONCLUSION 

The machine vision-based iron ore grade prediction 

model was developed using the GPR techniques. The 

regression model were developed using the 18 image 

features (9-colors and 9-textures) and laboratory 

estimated grade values. The study was conducted in 

online mode for automatic image capturing, processing 

and grade prediction. The correlation coefficient between 

the predicted and the actual grades of iron ores was found 

to be 0.9569. The correlation coefficient value clearly 

indicates that the GPR-based regression model can predict 

the iron ore grade with good accuracy.  The performance 

of the Gaussian process regression (GPR) model was 

found satisfactory and can be used for continuous grade 

prediction of iron ores during transportation in online 

mode. 
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