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Abstract

Multivariate econometric models with heterogeneous structure arise in eco-
nomic and financial processes influenced by exogenous shocks. If structural het-
erogeneity is driven by presence of several classes of states in modeled complex
systems, multivariate regime-switching econometric models is a choice. An as-
sumption of normally distributed errors, which is traditionally held for such mod-
els, is often violated on real data. Therefore it is actual to develop multivariate
regime-switching econometric models in presence of non-gaussian errors. In this
paper, a multivariate regression model with switching regimes and asymmetri-
cally distributed errors is proposed. A maximum likelihood approach is used to
estimate the parameters of the model.

1 The model

Let us introduce an independent-switching multivariate linear regression model with
errors distributed according to a class SNI [1] of asymmetric distributions, hereafter
the IS-MLR~SNI model. The relation between endogenous and exogenous variables in
the IS-MLR-SNI is expressed as follows:

Ty = Bd(t)Zt+nd(t),t7 = ]-7"'7T7 (1)

where for a period of time t: z, = (z41,...,7x) € X, X C RN (N > 1) — vector
of endogenous variables, z = (z1,...,zm) € Z, Z C RM (M > 1) — vector of
exogenous variables, d(t) € S(L) = {1,..., L} — a state of a system modeled, By —
regression coefficients matrix with a dimension N x M, 1 € RY — a random vector
of heterogeneous errors.

For the model (1) the following assumptions are used.

1. Assumptions about observation errors:

a) observation errors have zero means and are mutually uncorrelated:

E{nd(t),t} = On, E{nd(t),t(nd(f),f)/} =Opxn, 1 7& T, (t, T=1,... 7T); (2)
b) observation errors have asymmetric distribution from a class SNI:
Naw)e ~ SNIN(bAaw), Zaw), Ay, v), t=1,....T, (3)

where SN Iy (p, 3, A\, v) — a class of multivariate asymmetric distributions [1] including
skewed normal distribution and skewed ¢-distribution. The distributions from the
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SNI class have the following parameters: p € RV — location parameter; ¥ — scale
parameter, a covariance matrix with a dimension of N x N; A € RY — skewness
parameter; H(u| v) — mixing distribution with a parameter v € R™ (m, > 1); Xqq)
Ad@ry — covariance matrix and skewness parameter for a state d(t) € S(L); bAgu) —
parameter ensuring the condition E{nyq):} = On, b = —K;+/2/7 , K1 = E{U"?|v} -
expectation of U~Y/2? | where the random variable U is distributed according to H (u|v),
A = 2;/251, o0 = )\l/\/ 1+ NN , [ € S(L)

2. Assumptions about the regime-switching model: the sequence of states following
discrete time and space process with the distribution

L

P{d,=1}=m>001€S(L), Y m=1 (4)

=1

where parameters {m} (I € S(L)) correspond to prior probabilities of states.
3. Condition of structural parametric heterogeneity:

By # B, k#£1, k1€ S(L). (5)

4. Assumption about exogenous variables.

A vector of exogenous variables z; is fixed for all realizations {z}, t =1,...,T.

With assumption (3), the model IS-MLR-SNI may be represented in the form of
the mixture of distributions with the following density function:

L
p(¢|O; 2¢) = lel msnin (x| Bizy + 0A, X, Ay v), t=1,...,T, (6)

where sniy (x| Bz + bA;, Xy, A, v) — distribution density function for a random vec-
tor x; € RY against parameters © and fixed vector z € RM.

For model (1) in assumptions (2)-(5), let © = (m,...,7_1,01,...,0L) € R™
be the stacked vector of all independent parameters, where 6, = (v}, 5", \;) € RK,
by = vec(B;) denotes the vector of all elements of matrix By, S; denotes the vector with
the elements of upper triangular matrix of 3;, v € R™ . Then the overall number of
parameters equals m = L — 1 + LK +m,,, where K = NM + N(N +1)/2+ N.

2 Parameter estimation

To estimate the parameters of the model, we use an approach based on maximizing
the likelihood function for the parameters © given a sample of regression observa-
tions {zy, 2}, t = 1,...,T. For derivation of the parameter estimates introduce the
parameterization:

A =526, Ti=x"(Iy-60)%"7 =% —-NA,, 1€ S(L) (7)

where 6 = N /v1+ N\, A € RY — skewness parameter for class [.

Let X = (2/1,...,2'7) € RTN — stacked vector of all endogenous variables’ real-
izations from the sample, Z = (2'1,...,2'7) € R™™ — stacked vector of all exogenous
variables’ realizations; v = (vy,...,vr), u = (uy,...,ur) — vectors of all realizations of
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random variables V;, U; accordingly, where random variable V; has the truncated uni-
variate normal distribution with mean b and variance u; * on the interval (0, 00) and
depends on realization u; of random variable U; distributed according to the mixing
distribution H(u|v), and a; = (u1,..., ) denotes the state indicator that has the
multinomial distribution M(1; 7q,..., 7).

Define the following expectations:

pu = BEo {au|xy, 2}, Bu = Ee {aqUi| x1, 2},

8
§u = Ee {OZtlUtVt| Lty Zt} ,wy = Ee {OétlUtVﬂ Lty Zt} d=1,....T, l € S(L)7 ( )

where ay;, Vi, Uy — random variables, and the expectations (8) derived against fixed
vector of parameters © and regression observations x, z; with the following formula [1]:

msniy (x| Bizy + bA;, 3y, A, v)
Zle WjSﬂiN (.let‘Bth + bA]’, Zj, )‘ja I/) ’

Bu = ptlﬂ(xtaztael)7 §u = ptlg(xta Zt76l)a
Wil :ptlw('rt;ztael)7 t:17"'7T7 l € S(L)v

Pt = tzl,,T,ZGS(L),

(9)

where 5(+), &£(+), w(-) are defined for basic distributions from SNI class as in [1].

Theorem 1. Let ﬁtl,/étl,gtl,a)tl be conditional expectations (8) derived against fized
vector of parameters O and regression observations sample {xy, z;}, t = 1,...,T. Then
the mazimum likelihood estimates of the parameters {m, By, A, I}, 1 € S(L) have the
following representation.:

F1=1/T Zj ous (10)

B=Y" (Buwt - b)) (X Buz) (11)

8= ¥, G (o= Bix) |5 12)

o= (S0 ) S0, (B (e ) (o Bim) s (81 -
G |(o0= B (&) 4 B Bx) | e s

To prove the theorem we follow the corresponding results from [1] considering den-
sity (6) from model (1) based on assumptions (2)—(5).
To recover the initial parameters \;, ¥; the following formulae are used:

(13)

r\—1/2 / 7 \—1 1/2
A=+ AAT) AT =AY+ AAY) A ;
S =T+ A, e S(L).

(14)
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3 Objectives of the study

Regime-switching models are widely used in such applications as macroeconomics (real
business cycles modeling), microeconomics (company credit risk modeling), financial
markets (modeling and analysis of cyclical changes on financial markets) [2]. The prob-
lem of cyclical changes analysis with a help of the models mentioned may be consid-
ered in a context of more general problem of structural breaks analysis [3]. Structural
breaks may be partial or full, that is parameters {B;, ¥;, \;, m}, | € S(L) of the
[S-MLR-SNI model may partially or fully distinguish across the states. The changes
in the parameters may take place in any period of time ¢ = 1,...,7T. A vector of states
d = (dy,...,dr)" is unobserved.

To estimate structural breaks, a classification based approach is proposed. There-
fore for the IS-MLR-SNI model (1) on the assumptions (2)—(5) we have the following
problems to solve: 1) estimation of the parameters © of the model and the vector of
states d = (dy,...,dr)" on unclassified sample of regression observations {z;, z}, t =
1,...,T; 2) classification of new observations {x, z; }, 7 =T+1,...,T+h (h > 1) with
the model estimated on the train data sample of size T'. Problems 1 and 2 are solved
with cluster and discriminant analysis algorithms respectively. For cluster analysis we
use Expectation-Maximization (EM) algorithm. Earlier these problems were solved
for multivariate regression models with switching regimes and normally distributed
errors [4]. In [5] algorithms for analysis of multivariate regression observations with
markov-switching regimes were presented.

In this study, for the solution of the problems an EM-type algorithm has been
developed for the model (1) on the assumptions (2)—(5). An experimental study of the
proposed algorithm is conducted on the simulated data.
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