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Abstract

Let all vertices of a complete binary tree of finite height be independently
and equiprobably labeled by the elements of some finite alphabet. We consider
the numbers of pairs of identical tuples of labels on chains of subsequent vertices
in the tree. Exact formulae for the expectations of these numbers are obtained.
Convergence to the compound Poisson distribution is proved.
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Let T n
2 be a complete binary tree of height n with root ∗ and n layers of vertices;

we enumerate 2k elements of the set I(k) of the k-th layer vertices (k = 1, 2, . . . , n)
by binary strings i = (i1, i2, . . . , ik) ∈ {0, 1}k. So the unique vertex ∗ of layer I(0)

is connected by two outcoming edges with vertices of layer I(1) and any vertex i =
(i1, i2, . . . , ik) ∈ I(k), 1 ≤ k ≤ n− 1, is connected by two outcoming edges with vertices
i′ = (i1, i2, . . . , ik, 0) and i

′′ = (i1, i2, . . . , ik, 1) of layer I
(k+1). Vertex i = (i1, i2, . . . , ik)

has incoming edge from vertice i− = (i1, i2, . . . , ik−1) for k > 1 and from root ∗ =
(0)− = (1)− for k = 1. Each vertex i of the tree T n

2 defines subtree consisting of this
vertex and all vertices of next layers that are connected to i with edges.

We can define natural lexicographical order on the set of vertices of T n
2 : i =

(i1, . . . , ik) ≺ j = (j1, . . . , jh) if either i = ∗, j ̸= ∗, or 1 ≤ k < h, or 1 ≤ k = h and∑k
m=1 im2

k−m <
∑k

m=1 jm2
k−m. For vertex i = (i1, i2, . . . , ik) ∈ I(k), k ≥ 0, the chain

Ci of length l is a sequence of l vertices

(i1, i2, . . . , ik), (i1, i2, . . . , ik, ik+1), . . . , (i1, i2, . . . , ik, ik+1, . . . , ik+l−1)

connected by edges. Denote these vertices of the chain Ci by Ci[0], Ci[1], . . . , Ci[l − 1].
We will refer to the vertex i as the initial vertex of chain Ci and to the vertex
(i1, i2, . . . , ik, ik+1, . . . , ik+l−1) as its final vertex. It’s easy to see that the final ver-
tex and length l explicitly define the chain, so we can introduce order on the set of
chains of the fixed length l: Ci ≺ Cj if and only if Ci[l − 1] ≺ Cj[l − 1]. Denote by P
the set of ordered pairs of nonintersecting chains (Ci, Cj), i ≺ j.

It is easy to check that chains Ci and Cj intersect if and only if either Ci[0] ∈ Cj or
Cj[0] ∈ Ci. The total number of vertices in the tree T n

2 is equal to 1 + 2 + . . . + 2n =
2n+1 − 1, and the total number of chains of the length l in the tree T n

2 is equal to the
number of their final vertices | ∪n

j=l−1 I
(j)| = 2l−1 + . . .+ 2n = 2n+1 − 2l−1.

Let any vertex i in tree T n
2 be assigned with a random label m(i) from the set

{1, . . . , d} so that variables m(i), i ∈ T n
2 , are independent and P{m(i) = j} = 1

d
, j ∈

190



{1, . . . , d}, for all i ∈ T n
2 . So, for any chain Ci of length l we have a random tuple of

labels
M(Ci) = (m(Ci[0]),m(Ci[1]), . . . ,m(Ci[l − 1])).

Obviously, if all chains Ci1 , . . . , Cis are nonintersecting, then the corresponding tuples
of labels M(Ci1), . . . ,M(Cis) are independent and equiprobably distributed on the set
{1, . . . , d}l.

We consider the distribution of the number of pairs (Ci, Cj), i ≺ j, of chains of
length l in the tree T n

2 with identical tuples of labels (i.e. M(Ci) = M(Cj)). Total
number of such pairs is equal to

Vn,l =
∑

(Ci,Cj)∈P

I{M(Ci) =M(Cj)};

the alphabet size d is supposed to be fixed.
Probability of the event {M(Ci) =M(Cj)} depends on the character of intersection

of chains Ci and Cj, so we divide the sum Vn,l into several parts: sum V
(0)
n,l over the

nonintersecting chains, sum V ′
n,l over intersecting chains with different initial vertices,

sum V ′′
n,l,k over chains with common initial vertices:

Vn,l = V
(0)
n,l + V ′

n,l +
l−1∑
k=1

V ′′
n,l,k,

V
(0)
n,l =

∑
(Ci,Cj)∈P:Ci∩Cj=∅

I{M(Ci) =M(Cj)},

V ′
n,l =

∑
(Ci,Cj)∈P:Ci∩Cj ̸=∅,Ci[0]̸=Cj [0]

I{M(Ci) =M(Cj)},

V ′′
n,l,k =

∑
(Ci,C′

i)∈P: |Ci∩C′
i|=k,Ci[0]=C′

i[0]

I{M(Ci) =M(C ′
i)}, 1 ≤ k < l.

Theorem 1. The following equalities are valid

EV
(0)
n,l =

{
1
d l

(
22n+1 − 5 · 2n−1+l + 2n+1 + 22l−2l

)
, if 2l − 1 ≤ n,

1
d l

(
22n+1 − 5 · 2n−1+l + 22l−2(n− l + 4)

)
, if 2l − 1 > n,

EV ′
n,l =

{
1
d l

(
(2l−1 − 1)2n+1 − 22l−2(l − 1)

)
, if 2l − 1 ≤ n,

1
d l

(
2l−1(2n+1 − 2l)− 22l−2(n− l + 1)

)
, if 2l − 1 > n,

EV ′′
n,l,k =

1
d l−k (2

n−l+2 − 1)22l−k−3, 1 ≤ k < l,∑l−1

k=1
EV ′′

n,l,k =
2n − 2l−2

d

1− (2
d
)l−1

1− 2
d

.
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If M(Ci) = M(Cj) and i
− ̸= j−, then M(Ci−) = M(Cj−) with probability 1/d =

P{m(i−) = m(j−)}, and P{M(C ′
i) = M(C ′

j)} = 1/d if C ′
i[0] = C ′

j[0], C
′
i[l − 2] =

C ′
j[l − 2], C ′

i[l − 1] ̸= C ′
j[l − 1]. In theorem 2 we propose sufficient conditions and

estimate the weak convergence rate of the number of pairs of nonintersecting chains
Ci, Cj with M(Ci) = M(Cj),m(i−) ̸= m(j−) to the compound Poisson distribution.
Such pairs of tuples may be interpreted as coincidences which cannot be shifted to the
root.

Let
XCiCj

= I{M(Ci) =M(Cj),m(i−) ̸= m(j−)}, (Ci, Cj) ∈ P ;

if i = ∗, then the condition m(i−) ̸= m(j−) is supposed to be satisfied. Labels of
vertices are independent and equiprobable, so for (Ci, Cj) ∈ P we have

EXCiCj
= EI{M(Ci) =M(Cj)}I{m(i−) ̸= m(j−)} =

{
d−1
d l+1 , if i− ̸= j−,

0, if i− = j−.

Let P̃ ⊂ P be the set of pairs (Ci, Cj), i ∈ I(vi), j ∈ I(vj), of nonintersecting chains such
that if the vertex j belongs to a subtree with root i, then vj ≥ vi + 2l − 1. Define

V
(0)−
n,l =

∑
(Ci,Cj)∈P:Ci∩Cj=∅

XCiCj
, Ṽn,l =

∑
(Ci,Cj)∈P̃

XCiCj
.

Lemma 1. The following equalities are valid

EV
(0)−
n,l =

{
d−1
d l+1

(
22n+1 − 6 · 2n+l−1 + 2n+1 + 22l−2(l + 1)

)
, if 2l − 1 ≤ n,

d−1
d l+1

(
22n+1 − 6 · 2n+l−1 + 22l−2(n− l + 5)

)
, if 2l − 1 > n.

EV
(0)−
n,l − l

d l 2
n−l+2 < EṼn,l < EV

(0)−
n,l .

Corollary 1. If n, l → ∞ in such a way that EV
(0)−
n,l is bounded,

then P{Ṽn,l = V
(0)−
n,l } → 1.

Comparing formulae forEV
(0)
n,l and EV

(0)−
n,l we can mention that under the conditions

of corollary 1 for any coincidence which cannot be shifted to the root there exist in
average 1

d−1
additional coincidences that may be shifted to root.

Definition 1. Consider a pair of chains (Ci, Cj) ∈ P such that subtrees of height l− 1
with roots in vertices i an j do not intersect. Define

πk =
1

k
P

{∑
(C′

i,C
′
j)∈P

XC′
iC

′
j
= k

∣∣∣∣ XCiCj
= 1

}
, k = 1, 2, . . .

Definition 2. The compound Poisson distribution CP (π) is the distribution of random
variable

Ξπ =
∑∞

k=1
kξk,

where ξ1, ξ2, . . . are independent and for any k ≥ 1 random variable ξk has Poisson
distribution with parameter πk.
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Theorem 2. If n, l → ∞ in such a way that 22l = o(2n) and

EṼn,l =
d− 1

d
· 2

2n+1

d l
(1 + o(1)) → λ ∈ (0,∞),

then there exists ε(l, n) such that ε(l, n) = o(1) and

dtv(L(Ṽn,l), CP (π)) =
1

2

∞∑
k=0

|P{Ṽn,l = k} −P{Ξπ = k}| ≤

≤ 2H1(π)
(
EṼn,l

)2 22l
2n

(1 + ε(l, n)) → 0,

where H1(π) ≤ min

(
1,

1

π1

)
· exp

(
∞∑
k=1

πk

)
.
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