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Abstract

The problem of change point detection of autoregressive processes with un-
known parameters is considered. A sequential procedure with guaranteed quality
is proposed and both asymptotic and non-asymptotic properties of the algorithm
are studied.

1 Introduction and problem statement

The problem of sequential change point detection for autoregressive processes often
arises in different applications connected with time series analysis. The most difficult
case is the case when all the process parameters are unknown. Theoretical properties of
the procedures are commonly studied asymptotically when the number of observations
before a change point tends to infinity. For small samples as a rule simulation study is
conducted.

This paper develops an alternative approach in the frame of guaranteed sequential
methods. It is based on the method of change point detection for AR(p) process
proposed in [1]. In this study such an approach is applied to a general autoregressive
model with unknown parameters. Using a special stopping rule we construct statistics
which variances are bounded from above by a known constant. Hence, we can estimate
the probabilities of false alarm and delay non-asymptotically, but asymptotic properties
of the statistics are also investigated and more precise results are obtained.

We consider the scalar autoregressive process to be specified by the equation

xk+1 = Akλ+Bkξk+1, (1)

where {ξk}k≥0 is a sequence of independent identically distributed random variables
with zero mean and unit variance. The density distribution function fξ(x) of {ξk}k≥0

is strictly positive for any x. The value m > 1 defines the order of the process;
λ = [λ1, . . . , λm] is the parameter vector of dimension m × 1; Ak is the known 1 ×m
matrix, the unknown noise variance Bk is bounded from above, i.e., B2

k ≤ D2 < ∞,
Fk = σ{ξ1, ..., ξk} is the σ-algebra generated by variables {ξ1, ..., ξk}, Ak and Bk are
Fk-measurable. The value of the parameter vector λ changes at the change point θ:

λ = λ(k) =

{
µ0, if k < θ;
µ1, if k ≥ θ.
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Values of the parameters before and after θ are supposed to be unknown. The difference
between µ0 and µ1, for some known ∆, satisfies the condition

(µ0 − µ1)
′(µ0 − µ1) ≥ ∆. (2)

The problem is to detect the change point θ from observations xk.

2 Guaranteed parameter estimator

Let N1 ≥ m be the instant of the estimating procedure start, n > 0 is the volume of
the initial sample used to estimate the noise variance. The estimator is constructed in
the form

λ̃∗(H) = C−1(N1 + n, τ)
τ∑

k=N1+n

vkA
′
kxk+1;

C(N1 + n, τ) =
τ∑

k=N1+n

vkA
′
kAk.

(3)

We choose the value Γ(N1, n) from the following condition:

E
(
D2/Γ(N1, n)

)
≤ 1. (4)

The weights on the interval [N1 + n,N1 + n+ σ] are taken in the form

vk =

{
(Γ(N1, n)AkA

′
k)

−1/2 , if AN1 , . . . , Ak are linearly independent;
0, otherwise.

(5)

The weights vk on the interval [N1 + n+ σ + 1, τ − 1] are found from the following
condition:

νmin(N1 + n, k)/Γ(N1, n) =
k∑

l=N1+n+σ

v2l AlA
′
l, (6)

where νmin(N1 + n, k) is the minimal eigenvalue of the matrix C(N1 + n, k).
Choosing a positive parameter H, we define the stopping time τ = τ(H) as

τ = inf (N > N1 + n : νmin(N1 + n,N) ≥ H) . (7)

At the instant τ , the weight is found from the condition:

νmin(N1, τ)/Γ(N1, n) ≥
τ∑

l=N1+n+σ

v2l AlA
′
l, νmin(N1, τ) = H. (8)

The parameter H defines the accuracy of the estimator. The choice of the weights
vk allows us to establish a non-asymptotic upper bound for the accuracy.

Theorem 1. Let the parameter λ in (1) be constant, the compensating factor Γ(N1, n)
satisfy condition (4) and the weights vk determined in (5–6) be such that

∞∑
k=0

v2kAkA
′
k = ∞ a.s. (9)

Then the stopping time τ (7) is finite with probability one and the mean square accuracy
of estimator (3) is bounded from above

E||λ∗(H)− λ||2 ≤ P (H)/H2, P (H) = H +m− 1. (10)
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Condition (9) hold true for the process AR(p).
Example. Let the observed process AR(p) be described by equation

xk+1 = λ1xk + . . .+ λmxk−m+1 +Bξk+1. (11)

Then the compensating factor can be chosen in the form proposed in [2]

Γ(N1, n) = D(N1, n)
N1+n−1∑
l=N1

x2l . (12)

If the noises {εk}k≥1 in (11) are normally distributed with zero mean and unit variance
then the multiplier D(N1, n) = (n− 2)−1.

3 Change point detection

Consider now the change point detection problem for process (1). We construct a set
of sequential estimation plans

(τi, λ
∗
i ) = (τi(H), λ∗i (H)), i ≥ 1,

where {τi}, i ≥ 0 is the increasing sequence of the stopping instances (τ0 = −1), and
λ∗i is the guaranteed parameter estimator on the interval [τi−1 + 1, τi]. The following
condition holds true for the estimator

E ||λ∗i (H)− λ||2 ≤ P (H)/H2. (13)

Then we choose an integer l > 1. We associate the statistic Ji with the i−th interval
[τi−1 + 1, τi] for all i > l

Ji =
(
λ∗i − λ∗i−l

)′ (
λ∗i − λ∗i−l

)
. (14)

This statistic is the squared deviation of the estimators with numbers i and i− l.

Theorem 2. The expectation of the statistics Ji (14) satisfies the following inequalities:

E [Ji| τi < θ] ≤ 4P (H)/H2, E [Ji| τi−l < θ ≤ τi−1] ≥ ∆− 4
√
∆P (H)/H2. (15)

Hence, the change of the expectation of the statistic Ji allows us to construct the
following change point detection algorithm. We choose the values of the parameter H
and of the parameter δ > 0 satisfying the following condition

4P (H)/H2 < δ < ∆− 4
√
∆P (H)/H2. (16)

The Ji values are compared with the threshold δ. The change point is considered to
be detected when the statistic exceeds δ. Due to the application of the guaranteed
parameter estimators in the statistics, we can bound the probabilities of false alarm
and delay from above.

Theorem 3. The probability of false alarm P i
0 and the probability of delay P i

1 in any
observation cycle [τi−1 + 1, τi] are bounded from above

P i
0 ≤ 4P (H)/δH2, P i

1 ≤ 4P (H)/
(
(
√
∆−

√
δ)2H2

)
. (17)
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4 Asymptotic properties of the statistics

In the following theorem an asymptotic upper bound for the probability of large values
of the standard deviation for the estimator (3) is obtained.

Theorem 4. If for process (1) B2
k ≤ D2 <∞, and

max
1≤k≤τ(H)

v2kD
2||Ak||2

Γ(N1, N)H
→P 0, as H → ∞;

and the compensating factor Γ(N1, N) satisfies the following conditions

N → ∞, N/H → 0 as H → ∞, Γ(N1, N) →P const as N → ∞

then for sufficiently large H in the conditions of Theorem 1

P
{
||λ∗ − λ||2 > x

}
≤ 2

(
1− Φ

(√
xH2

H+m−1

))
, (18)

where Φ(·) is the standard normal distribution function.

The following theorem provides the asymptotic inequalities for the probabilities of
false alarm and delay for the change point detection procedure.

Theorem 5. For process (1) in the conditions of Theorem 4 for sufficiently large H
the probabilities of false alarm P i

0 and delay P i
1 in any observation cycle [τi−1 + 1, τi]

are bounded from above

P i
0 = P {||ζi − ζi−l||2 > δ} ≤ 4

(
1− Φ

(√
δH2

4(H+m−1)

))
;

P i
1 ≤ P

{
||ζi − ζi−l||2 >

(√
∆−

√
δ
)2}

≤ 4

(
1− Φ

(√
(
√
∆−

√
δ)H2

4(H+m−1)

))
,

(19)

where Φ(·) is the standard normal distribution function.

The conditions of the theorems hold true for the stable AR(p) process.
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