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Abstract

In nonparametric statistic there are various procedures to constructing rank
tests via metrics on the permutation group. In this paper Critchlow’s unified
approach is applied to Lee distance. The two-sample location problem is con-
sidered and the distribution of the test statistic under null hypothesis is derived
and studied.

1 Introduction

Let X1, X2, . . . , Xm and Y1, Y2, . . . , Yn be two independent random samples with con-
tinuous distribution functions F (x) and G (x), respectively. We consider rank tests for
the two-sample location problem of testing the null hypothesis H0 against the alterna-
tive H1

H0 : F (x) ≡ G (x)
H1 : F (x) ≥ G (x),

with strict inequality for some x. Let α(i) be the rank of Xi for i = 1, 2, . . . ,m and
α(m + j) be the rank of Yj for j = 1, 2, . . . , n among X1, X2, . . . , Xm, Y1, Y2, . . . , Yn.
Then α = (α(1), α(2), . . . , α(m+ n)) is the rank vector of all observations and
α ∈ Sm+n, where Sm+n is the permutation group generated by the first m + n nat-
ural integers. The class of permutations, which are most in agreement with the al-
ternative H1 is E = Sm × Sn = {π ∈ Sm+n : π(i) ≤ m, ∀i ≤ m}. The left coset
[α] = α (Sm × Sn) = {α ◦ π : π ∈ Sm × Sn} consists of all permutations in Sm+n which
are equivalent to α. Many rank statistics could be obtained by using distances be-
tween sets of permutation. Critchlow [2] proposed a unified approach to constructing
nonparametric tests which produces many well-known rank statistics. The method is
based on finding the minimum interpoint distance between the class of equivalence [α]
and the extremal set E:

d ([α] , E) = min
π∈[α]
σ∈E

d(π, σ), (1)

where d is an arbitrary metric on Sm+n. The proposed test rejects the null hypothesis
H0 for small values of the statistic d ([α] , E). This contrasts with the structure of
some parametric test, where H0 is rejected if the distance from H0 is large. Since the
minimal value of the proposed test statistic is zero and d ([α] , E) = 0 if and only if
d (α, σ) = 0 for some σ ∈ E, the strongest evidence for rejecting H0 occurs if and only
if the observed permutation α is equivalent to some extremal permutation σ ∈ E.
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2 Lee distance on SN

The goal of this paper is to derive and study the rank test statistic in (1) induced by
the Lee distance function on SN :

L (a, b) =
N∑
i=1

min (| a(i)− b(i) |, N− | a(i)− b(i) |) .

In nonparametric statistics the right-invariance of a metric is necessary requirement
since it means that the distance between rankings does not depend on the labelling of
the observations.

Definition 1. The metric d on SN is called right-invariant, if and only if d (α, β) =
d (α ◦ γ, β ◦ γ) for all α, β, γ ∈ SN .

Deza and Huang [4] includes extensive discussion of some metrics on the permu-
tation group SN which are widely used in applied scientific and statistical problems.
Critchlow [2] obtained the minimal value defined by (1) for four basic distance func-
tions: Spearman’s footrule, Ulam distance, Kendall’s tau and Hammning distance, and
proved that the induced test statistics are equivalent to some familiar rank statistics.
Stoimenova [6] derived the test statistic induced by Chebyshev metric. More properties
of these distances can be found in Critchlow [1, 3], Deza [4] and Diaconis [5].

Since L (a, b) is right-invariant it follows

L ([α] , E) = min
π∈[α]
σ∈E

L(π, σ) = min
π∈[α]

L(π, e)

= min
π∈[α]

{
m+n∑
i=1

min (| a(i)− i |,m+ n− | a(i)− i |)

}
, (2)

where e = (1, 2, . . . ,m + n) is the identity permutation. After solving the optimal
problem (2), L ([α] , E) can be expressed as

L ([α] , E) = 2
∑
i∈Km

min
(
| α(i)− γ−1

n (k + 1− γm (α(i))) |,

m+ n− | α(i)− γ−1
n (k + 1− γm (α(i))) |

)
(3)

where

Km = {i ∈ {1, 2, . . . ,m} : α(i) > m} , (4)

Kn = {i ∈ {m+ 1,m+ 2, . . . ,m+ n} : α(i) ≤ m} ,

k is the number of elements of Km (k =| Km |=| Kn |), γm (α(i)) is the rank of α(i)
among {α(i) : i ∈ Km}, γn (α(i)) is the rank of α(i) among {α(i) : i ∈ Kn} and γ−1 is
the inverse of γ, i.e. γ−1 (γ (α (i))) = α (i). The statistic L ([α] , E) is equivalent to

L :=
L ([α] , E)

2
. (5)
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There is an interpretation of the rank test statistic
L in terms of graph theory. Let C be a simple cycle
graph with vertices {i}m+n

i=1 and edges
∪m+n−1

i=1 {i, i + 1}
and {m+n, 1}. Then L is the minimum sum of distances
over C between the elements of Km and the elements of
Kn. An example when m = 6, n = 4, Km = {3, 5}
and Kn = {8, 9} is illustrated on Figure 1. In this case
L = (10− | 3− 9 |)+ | 5− 8 |= 4 + 3 = 7.
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Figure 1: Lee distance on C.

The value of L depends not only on the elements in Km and Kn, but also on the
way in which their elements are paired. Formula (3) gives that the minimal sum of
distances between pairwise elements of Km and Kn is obtained when the smallest ele-
ment of Km is combined with the largest element of Kn, the second smallest element
of Km is combined with the second largest element of Kn, . . . , the largest element of
Km is combined with the smallest element of Kn. Using this fact the distribution of
the test statistic could be calculated for fixed number k of elements in Km and Kn,
k =| Km |=| Kn |. Let [Km ×Kn]

∗ be the described above set of pairs and s−1 be the
number of pairs (x, y) ∈ [Km ×Kn]

∗ for which the shortest path on C goes over the edge
{m,m+ 1}. Obviously, s is between 1 and k + 1. If for some pair (x, y) ∈ [Km ×Kn]

∗

the paths over {m,m+ 1} and over {m+ n, 1}
are with the same length, then the path over
{m + n, 1} is considered to be the shortest.

For i = 0, 1, . . . , s − 1 let a
(m)
i be the num-

ber of elements in {1, 2, . . . ,m}\Km which
are in the shortest path of exactly i pairs
(x, y) ∈ [Km ×Kn]

∗ connected by the edge

{m,m + 1}. For j = 1, 2, . . . , k − s + 1 let b
(m)
j

be the number of elements in {1, 2, . . . ,m}\Km

which are in the shortest path of exactly
j pairs (x, y) ∈ [Km ×Kn]

∗ connected by
the edge {m + n, 1}. Similarly the numbers

{a(n)i }s−1
i=0 and {b(n)j }k−s+1

j=1 are defined for the set
{m+ 1,m+ 2, . . . ,m+ n}\Kn. An illustration
of the used notation is shown on Figure 2. Figure 2: Notations.

For the considered example on Figure 1, m = 6, n = 4, [Km ×Kn]
∗ =

{(3, 9) , (5, 8)}, s = 2, a
(m)
0 = 1 =| {4} |, a(m)

1 = 1 =| {6} |, b(m)
1 = 2 =| {1, 2} |,

a
(n)
0 = 0, a

(n)
1 = 1 =| {7} | and b(n)1 = 1 =| {10} |.

Theorem 1. Let L be defined by (5) and K =| Km | be the number of elements of the
set Km, defined by (4). Then the joint distribution of L and K under H0 is given by

P (L = l,K = k) =


m!n!

(m+ n)!
, for l = 0 and k = 0∑

s

∑
a,b

m!n!

(m+ n)!
, for 1 ≤ k ≤ min(m,n) and

(6)
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[
k2 + 1

2

]
≤ l ≤

[
(m+ n− k) k + 1

2

]
, where [x] is the integer part of x.

The first summation in (6) is taken over all s such that (s− 1)2 + (k − s+ 1)2 ≤ l.

The second summation is over all nonnegative integers {a(m)
i }s−1

i=0 , {a
(n)
i }s−1

i=0 , {b
(m)
j }k−s+1

j=1

and {b(n)j }k−s+1
j=1 that satisfy:

(i)
s−1∑
i=0

a
(m)
i +

k−s+1∑
j=0

b
(m)
j = m− k (ii)

s−1∑
i=0

a
(n)
i +

k−s+1∑
j=0

b
(n)
j = n− k

(iii) l = (s− 1)2 + (k − s+ 1)2 +
s−1∑
i=0

i
(
a
(m)
i + a

(n)
i

)
+

k−s+1∑
j=0

j
(
b
(m)
j + b

(n)
j

)

(iv) 2 (s− 1)+
s−1∑
i=0

(
a
(m)
i + a

(n)
i

)
≥ 2 (k − s)+

k−s+1∑
j=0

(
b
(m)
j + b

(n)
j

)
, if s ∈ {1, 2, . . . , k}

(v) 2 (s− 2) +
s−1∑
i=1

(
a
(m)
i + a

(n)
i

)
< 2 (k − s+ 1) + a

(m)
0 + a

(n)
0 +

k−s+1∑
j=0

(
b
(m)
j + b

(n)
j

)
,

if s ∈ {2, 3, . . . , k + 1}. The indexes b
(m)
0 and b

(n)
0 are defined to be zeros, b

(m)
0 := 0,

b
(n)
0 := 0, for completeness in conditions (i)-(v).

Given the joint distribution of L and K the marginal distribution of L under H0

can be easily derived.
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