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defined on R+. This means that system (3) generates a semi-group dynamical system (X,R+, π)
on the space X := Rn×Rn×Tm, where (Tm,R, σ) is a dynamical system associated by equation

θ′ = Φ(θ), (4)

(ϕ(t, x0, x
′
0, θ), ϕ

′(t, x0, x
′
0, θ)) is a unique solution of equation

x′′ +∇F (σ(t, θ), x) = 0 (θ ∈ Tm) (5)

passing through the point (x0, x
′
0) at the initial moment t = 0,

π(t, (x0, x
′
0, θ)) := (ϕ(t, x0, x

′
0, θ), ϕ

′(t, x0, x
′
0, θ))

for all (t, x0, x
′
0, θ) ∈ R+ × Rn × Rn × Tm.

Remark 3. 1. By arguments above autonomous system (3) and non-autonomous equation
(5) (in fact the family of non-autonomous equations depending on parameter θ ∈ Tm) are
equivalent.

2. If equation (5) admits a trivial solution, then the set {(0, 0)} × Tm ⊂ Rn ×Rn × Tm is an
invariant subset (invariant torus) of system (3).

Definition. Recall that the trivial solution of equation (5) (or equivalently, the invariant
torus of system (3)) is said to be uniformly (with respect to θ ∈ Tm) Lyapunov stable, if for
arbitrary ε > 0 there exists a positive number δ = δ(ε) such that ||x0||2 + ||x′0||2 < δ2 implies
||ϕ(t, x0, x

′
0, θ)||2 + ||ϕ′(t, x0, x

′
0, θ)||2 < ε2 for all t ∈ R+ and θ ∈ Tm.

Denote by K the set of all continuous functions a : R+ 7→ R+ possessing the following
properties: a(0) = 0; a is monotonically strictly increasing.

Theorem 2. Suppose that following conditions hold:
1) F (0, θ) = 0 and ∇xF (0, θ) = 0 for all θ ∈ Tm;
2) there exists a function a ∈ K such that F (x, θ) > a(||x||) for all x ∈ Rn and θ ∈ Tm;
3) 〈∇θF (x, θ), Φ(θ)〉 6 0 for all (x, θ) ∈ Rn × Tm.

Then the trivial solution of equation (5) is uniformly Lyapunov stable.
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In the finite interval [a, b] we consider the problem

dui

dt
= fi(t, u1, . . . , un) (i = 1, . . . , n), (1)

ui(a) = ϕi(ui(b)) (i = 1, . . . , n), (2)
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where fi : [a, b] × Rn
0+ → R (i = 1, . . . , n) and ϕi : R0+ → R0+ (i = 1, . . . , n) are continuous

functions, R0+ = ]0, +∞[ and Rn
0+ =

{
(xi)n

i=1 ∈ Rn : x1 > 0, . . . , xn > 0
}
. The particular cases

of (2) are the boundary conditions

ui(a) = ui(b) (i = 1, . . . , n), (21)

ui(a) = αiui(b) (i = 1, . . . , n). (22)

A solution (ui)n
i=1 : [a, b] → Rn

0+ of the system (1) satisfying the boundary conditions (2) is
called a positive solution of the problem (1), (2).

For singular in phase variables first and second order differential equations, problems on the
existence of positive solutions, satisfying periodic type boundary conditions, are investigated in
detail (see, e. g., [1, 4, 6]). As for the system (1), for it similar problems are studied only in a
regular case (see, e. g., [2, 5] and the references therein).

Based on the a priori estimates, established in [3], we obtain unimprovable in a certain sense
conditions guaranteeing the existence and uniqueness of a positive solution of the problem (1),
(2). These results cover the case where the system under consideration has singularities in phase
variables, in particular, the case where for arbitrary i, k ∈ {1, . . . , n} and xj > 0 (j = 1, . . . , n;
j 6= k) the equality

lim
xk→0

∣∣fi(t, x1, . . . , xn)
∣∣ = +∞

is fulfilled.
We also use the following notation:

R+ = [0, +∞[, Rn
+ = {(xi)n

i=1 ∈ Rn : x1 > 0, . . . , xn > 0};

X = (xik)n
i,k=1 is the n × n matrix with components xik ∈ R (i, k = 1, . . . , n), and r(X) is

the spectral radius of the matrix X. For any continuous function p : [a, b] → R and number β,
satisfying the condition

∆(p, β) = 1− β exp
( b∫

a

p(s) ds

)
6= 0,

we put

g(p, β)(t, s) =





1
∆(p, β)

exp
( t∫

s

p(τ) dτ

)
for a 6 s 6 t 6 b,

β

∆(p, β)
exp

( b∫

a

p(τ) dτ +

t∫

s

p(τ) dτ

)
for a 6 t < s 6 b,

and

w(p, β)(t) =
1

∆(p, β)

[
(1− β) exp

( t∫

a

p(s) ds

)
+ β exp

( b∫

a

p(s) ds

)
− 1

]
.

In Theorem 1 it is assumed that the functions fi (i = 1, . . . , n) and ϕi (i = 1, . . . , n),
respectively, on the sets [a, b]× Rn

0+ and R0+ satisfy the inequalities

qi(t, xi) 6 σi(fi(t, x1, . . . , xn)− pi(t)xi) 6

6
n∑

k=1

pik(t, x1 + · · ·+ xn)xk + q0(t, x1, . . . , xn) (i = 1, . . . , n), (3)
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and
σi(ϕi(x)− αix) > 0, σi(ϕi(x)− βix) 6 β0 (i = 1, . . . , n). (4)

Here,
σi ∈ {−1, 1}, αi > 0, βi > 0, σi(βi − αi) > 0 (i = 1, . . . , n), β0 > 0, (5)

pi : [a, b] → R (i = 1, . . . , n) are continuous functions, pik : [a, b] × R0+ → R+ and qi : [a, b] ×
× R0+ → R+ (i, k = 1, . . . , n) are nonincreasing in the second argument continuous functions,
and q0 : [a, b] × Rn

0+ → R+ is a nonincreasing in the last n arguments continuous function.
Moreover, pi and qi (i = 1, . . . , n) satisfy the conditions

σi

(
βi exp

( b∫

a

pi(s) ds

)
− 1

)
< 0 (i = 1, . . . , n), (6)

max{qi(t, x) : a 6 t 6 b} > 0 for x > 0 (i = 1, . . . , n). (7)

Theorem 1. Let the conditions (3) – (7) hold and there exist continuous functions `i : [a, b] →
→ R0+ (i = 1, . . . , n) such that the matrix function H(x) = (hik(x))n

i,k=1 with the components

hik(x) = max
{

1
`i(t)

b∫

a

∣∣g(pi, βi)(t, s)
∣∣pik(s, x)`k(s) ds : a 6 t 6 b

}
(i, k = 1, . . . , n)

satisfies the inequality
lim

x→+∞ r(H(x)) < 1.

Then the problem (1), (2) has at least one positive solution.
As an example, we consider the differential systems

dui

dt
= σi

( n∑

k=1

pikuk + f0i(t, u1, . . . , un)
)

(i = 1, . . . , n), (8)

dui

dt
= σi

( n∑

k=1

|1− αk|hik

(1− αk)(t− a) + αk(b− a)
uk + f0i(t, u1, . . . , un)

)
(i = 1, . . . , n), (9)

where σi ∈ {−1, 1} (i = 1, . . . , n), pik (i, k = 1, . . . , n) and αi (i = 1, . . . , n) are constants
satisfying the inequalities

pii < 0, pik > 0 (i 6= k; i, k = 1, . . . , n), (10)

αi > 0, σi(αi − 1) < 0 (i = 1, . . . , n), (11)

hik (i, k = 1, . . . , n) are nonnegative constants and f0i : [a, b] × Rn
0+ → R+ (i = 1, . . . , n) are

continuous functions. Moreover, on the set [a, b]× Rn
0+ the inequalities

qi(t, xi) 6 f0i(t, x1, . . . , xn) 6 q0(t, x1, . . . , xn) (i = 1, . . . , n) (12)

are fulfilled, where q0 : [a, b]×Rn
0+ → R+ is a nonincreasing in the last n arguments continuous

function and qi : [a, b] × R0+ → R+ (i = 1, . . . , n) are nonincreasing in the second argument
continuous functions satisfying the conditions (7).

Corollary 1. Let the conditions (11) and (12) be fulfilled. Then for the existence of at least
one positive solution of the problem (8), (21) it is necessary and sufficient that the real parts of
the eigenvalues of the matrix (pik)n

i,k=1 be negative.
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Corollary 2. Let the conditions (11) and (12) be fulfilled. Then for the existence of at least
one positive solution of the problem (9), (22) it is necessary and sufficient that the matrix H =
= (hik)n

i,k=1 satisfy the inequality
r(H) < 1. (13)

Remark 1. In the conditions of Corollaries 1 and 2 the functions f0i (i = 1, . . . , n) may
have singularities of arbitrary order in the least n arguments. For example, in (8) and (9) we may
assume that

f0i(t, x1, . . . , xn) =
n∑

k=1

(q1ik(t)x
−µ1ik
k + q2ik(t) exp(x−µ2ik

k )) (i = 1, . . . , n),

where µ1ik > 0, µ2ik > 0 (i, k = 1, . . . , n) and q1ik : [a, b] → R0+ and q2ik : [a, b] → R+

(i, k = 1, . . . , n) are continuous functions such that q1ii(t) + q2ii(t) 6≡ 0 (i = 1, . . . , n).
The uniqueness of a positive solution of the problem (1), (2) can be proved only in the case

where each function fi has the singularity in the i -th phase variable only. More precisely, we
consider the case when the system (1) has the following form

dui

dt
= pi(t)ui + σi(f0i(t, u1, . . . , un) + qi(t, ui)) (i = 1, . . . , n). (14)

The particular cases of (14) are the differential systems

dui

dt
= σi

( n∑

k=1

pikuk + qi(t, ui)
)

(i = 1, . . . , n), (15)

dui

dt
= σi

( n∑

k=1

|1− αk|hik

(1− αk)(t− a) + αk(b− a)
uk + qi(t, ui)

)
(i = 1, . . . , n). (16)

Here σi ∈ {−1, 1} (i = 1, . . . , n), pi : [a, b] → R and f0i : [a, b] × Rn
+ → R+ (i = 1, . . . , n)

are continuous functions, and qi : [a, b] × R0+ → R+ (i = 1, . . . , n) are nonincreasing in the
second argument continuous functions. Moreover, pi and qi (i = 1, . . . , n) satisfy the conditions
(6) and (7), pik and αi (i, k = 1, . . . , n) are constants satisfying the inequalities (10) and (11),
and hik (i, k = 1, . . . , n) are nonnegative constants.

Theorem 2. Let on the sets [a, b]× Rn
+ and R+ the conditions

σi(f0i(t, x1, . . . , xn)− f0i(t, y1, . . . , yn)) sgn (xi − yi) 6
n∑

k=1

pik(t)|xk − yk| (i = 1, . . . , n)

and

σi(ϕi(x)− αix) > 0, σi[(ϕi(x)− ϕi(y))sgn (x− y)− βi|x− y|] 6 0 (i = 1, . . . , n)

holds, where pik : [a, b]→R+ (i, k=1, . . . , n) are continuous functions. Let, moreover, there exist
continuous functions `i : [a, b] → R0+ (i = 1, . . . , n) such that the matrix H = (hik)n

i,k=1 with
the components

hik = max
{

1
`i(t)

b∫

a

|g(pi, βi)(t, s)|pik(s)`k(s) ds : a 6 t 6 b

}
(i, k = 1, . . . , n)

satisfies the inequality (13). Then the problem (14), (2) has a unique positive solution.
Theorem 2 results in the following corollaries.
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Corollary 3. For the existence of a unique positive solution of the problem (15), (21) it is
necessary and sufficient that the real parts of the eigenvalues of the matrix (pik)n

i,k=1 be negative.
Corollary 4. For the existence of a unique positive solution of the problem (16), (22) it is

necessary and sufficient that the matrix H = (hik)n
i,k=1 satisfy the inequality (13).

Remark 2. In the conditions of Theorem 2 and its corollaries, the functions qi (i = 1, . . . , n)
may have singularities of arbitrary order in the second argument. For example, in (14), (15) and
(16) we may assume that

qi(t, x) = qi1(t)x−µi1 + qi2(t) exp(x−µi2) (i = 1, . . . , n),

where µi1 > 0, µi2 > 0 (i = 1, . . . , n), and qik : [a, b] → R+ (i = 1, . . . , n; k = 1, 2) are
continuous functions such that qi1(t) + qi2(t) 6≡ 0 (i = 1, . . . , n).
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6. Rach ‌unková I., Staněk S., Tvrdý M. Solvability of nonlinear singular problems for ordinary diffe-
rential equations // Contemporary Mathematics and Its Applications, 5. Hindawi Publishing Corporation,
New York, 2008.

MIRONENKO REFLECTING FUNCTION AND EQUIVALENCE
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Theorem. Let F (t, x) be Mironenko reflecting function [1, 2] of the differential system ẋ =
= X(t, x) and ∆(t, x) be a solution of the system ∆t + ∆xX(t, x) − Xx(t, x)∆ = µ∆, where
µ(t, x) is a scalar function, for which µ(−t, F (t, x)) + µ(t, x) ≡ 0. Then for every scalar odd
function α(t) system ẋ = X(t, x) + α(t)∆(t, x) has the same reflecting function F (t, x).

This theorem generalizes the theorem of V.V. Mironenko [3].
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