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Abstract

The problems of the analysis of stochastic systems described by nonlinear
statistical models with heterogeneous functional forms are considered. It is sup-
posed that functional heterogeneity is conditioned by the existing of the different
classes of system states. Moreover it being known that every state of a sys-
tem characterized by un-known nonlinear models, that are different for different
classes of states. The methods of estimation and forecasting of the systems states
based on multivariate nonparametric density estimate with variable kernel are
suggested and examined by means of asymptotic expansions of the conditional
risk as well as by statistical modeling experiments.

1 The model of the nonlinear functional
heterogeneity

Let stochastic system in the i-th experiment is described by the stacked vector of the
features

Y = ( T ) ERP, p=N+M (N,M>1),i=1,...,n, (1)
were &; = (Ti, ..., Tin) €RY, zi = (zi1, ..., zin) € Z CRM, Z - bounded space.
The components of y; € RV are satisfied to the nonlinear model
T(ya) =T — f(zf) - gi: 1= 11 L (2)

were T(-), f(-) - unknown sufficiently smooth vector functions; & = (&1,...,&n) € RY
independent random vectors with zero mean and non-singular covariance matrix
Y z € Z and & € RN are independent random vectors with the densities p.(z) and
pe(€) correspondingly; decomposition (1) of vector y; € R* on subvectors z; € RN,
2z € Z C RM is unknown in general case.
According to mentioned above assumptions the density p(y) of the random vector
v, € RP(i=1,...,n) takes the form

p(y) = pe(z — f(2))pa(2), z€RY, 2€ ZCRY, y e RAEME (3)

It is supposed that random values £ € RY have quite small variance, so accord-
ing to (3), observations {y;}(i = 1,...,n) are concentrated in a space R” near some
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N-dimensional (N < p) hyperspace, described by identity T(y) = Oy € RY, corre-
sponding to some stable state of system. In this connection random values {&;} may
be interpreted as random deviations from a stable system state.

Functional heterogeneity model. For simplicity it is supposed that there is two
classes of system states {2y and ;. Discrete variable v, = v(y;) € S = S(2) = {0, 1}
correspondences to the number of state and described by the probability distribution

Plv,=a} =7, >0@€S), mo+m =1, (4)

were parameters m,(a € §) are called a prior probabilities of a system state.

Nonlinear functions { f,(2)} (or{T.(y)}) are unknown and satisfied to the functional
heterogeneity condition:

P(fi(z) = fo(2)) =0, V2 € Z. (5)

Conditional densities of distribution {p,(y)} for different classes of states {Q,} are
defined by (3) under f(z) = fo(2)(T(y) = Tu(y)). a € S.

Priory information about the considered model of observation may include the
following assumptions:

e probabilistic characteristics {74, pa(y) }Ha € ) of classes €y and §2; are unknown:

T _-—
e endogenous-exogenous structure of the features vector y = ( ) € RVN+M g
Z
known (or is unknown);

e there is classified learning sample of observations Y = (y;) € RP" from classes (g
and €, admitted the decomposition: Y = Y UY; were Y, = (yai) € RP"= - the
sample from the class Q,(a € S, n = ng +ny).

2 Analysis of stochastic systems with functional
heterogeneity models

There are the following actual problems of analysis of stochastic systems with functional
heterogeneity models.
The problem of forecasting of endogenous variable. It is supposed that

T i
endogenous-exogenous structure of features vector y = ( 3 ) € RN+M is known. The

problem is to forecast the value of endogenous variable z € RY when the value of
exogenous variable z € Z and number of state a € S are given. The forecasting value
z for the given o € S and z € Z is calculated by means of the optimization algorithm
T = arg mg.}cﬁa(a:, z), were po(y) = pPa(z,2z) nonparametric kernel density estimate
with variable Gaussian kernel.

The problem of system state forecasting is consisted in the estimation of the
class of system state v; = v(y;) € S for y; € R¥*M(i =n+1,n+2,...) by means of
statistical classification algorithms.

There are two kinds of interpretation of this problem:
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e (he problem of future system state forecasting if endogenous-exogenous structure
% i - :
of vector y = 5 € RV*FM i known but only vector exogenous variable z; € Z

is given, while vector z; is not observed (in this case the problem of forecasting
of endogenous variable should be solved on the preliminary step);

e the problem of current system state estimation if full vector of features
Y = "] € RV*M is observed, moreover endogenous-exogenous structure

.
=3

of vector y € RYM may be unknown.

The nonparametric plug-in rules are suggested for current system state estimation
problem. These rules are obtained by substituted of the nonparametric density esti-
mates with multivariate Gaussian kernel in Bayesian decision rule [1]:

dD(y) = 1(GY(y) + 1, GO(y) = copd () — erpl (), (6)

were [ = 1 and [ = 2 for nonparametric density estimates with fixed and variable
Gaussian kernel are distinguished by the choosing of the covariance matrixes H, and
{H M)} correspondingly:

Piy) =— Zn;\r (y|ym h? Hl) PP (y) = Z”N (37’|Um 12H 1m(a,i))) ‘

N gi=] M F
; 1
H(?.,m(cx,z}) — ) _ alea)
m(a1 'E) - yu:ESL D\Yai (UCU . ) (y i )
- 1
(i) ;
y m(ﬂ", 3) a 1 Z yﬂj-

Yasi €S (i) \Yau

were H; is a non-singular fixed matrixes (e.g. full sample covariance matrixes) and
HGm(@d) i5 the matrix statistics calculated on the sample of m(a,i) observations be-
longed to some local neighborhood S(a,) of point ya; [2]. The size m(a,i) of the
neighborhood is chousing from the condition of minimum value of Anderson V-statistic

[3].
As a criterion of the quality of the decision rules in analytical research it is used
the functional of conditional e-risk described by the formulas

ri(e,2) = By{RD (e, 2, V)M = 1,2),
ROE,2Y) =Y 7 [ w(adY(®)pelz - fal2)) de,

a&S T(e)

T(e,z) C X - is a bounded domain satisfied to condition
(e, 2) — 10(2)] < e (0 < & < 1), (7)

were parameter £ > 0 defines the quality of approximation of conditional risk ri(z)
under the given z € Z by means of conditional e-risk r{)(¢, 2): if ¢ — 0 then the quality
of approximation is increasing.
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3 The main results

Analytical investigations of decision rules are conducted for multivariate linear regres-
sion models with univariate distributed exogenous variables and Gaussian disturbances
in the case of “essential dependent” features, i.e. when tr(X) — 0. Alternative decision
rules are compared by means of asymptotic expansions of the conditional e-risk. The
preference of the decision rule with variable kernel in the asymptotic of strengthening
dependents of features and growing learning sample size (tr(X) — 0,n — oo,& — 00) is
established [4]. The suggested algorithm of forecasting of endogenous variables is com-
pared on accuracy with the known nonparametric estimates of nonlinear regression [5].
The results of statistical experiments are in line with theoretical inferences.
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