Using Ensembles of Neural Networks for Forecasting Telemetry Data
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Abstract: In this paper we propose an approach to solving the problems of forecasting multivariate time series telemetry data that describe the state of small airborne objects. The main objective of the proposed method - it's automated design and development of neural network models for solving such problems, namely the choice of model parameters are close to optimal. The approach is based on the use of ensembles of neural networks. In this case learning algorithm uses some elements of evolutionary strategy. The article also describes the experiments and experimental data.
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1. INTRODUCTION

Telemetry covers the measurement of physical quantities characterizing the state of objects or processes, the transfer of the results of these measurements, recording and data processing.

The processing and analysis telemetry data in a continuous process is accompanied by noisy data. This usually creates by non-deterministic sources of noise. This makes it the preferred use of the technology of artificial neural networks.

The following benefits are the basis of the development of systems to analyze telemetry data using a neural network [1]:
- The ability for self-learning, the replacement of complex mathematical apparatus necessary volume of information, the initial function of its transformation and the structure of the neural network;
- The possibility of realizing nonlinear mappings with substantial non-linearities in the hidden neurons of multilayer neural networks;
- High degree of parallelism possible for a neural network software system in real time.

These advantages provide application of neural network algorithms in the diagnosis of complex dynamic objects. Neural networks appear here as the apparatus of formalization of complex algorithms that convert the information.

There are examples of the use of neural networks in on-board intelligent decision support systems for managing complex dynamic objects and diagnosis of its condition [2].

The problem of forecasting requires an individual approach to processing data when using traditional neural networks. Such an approach requires a lot of time and resources, as determined during the design of a large number of parameters of both the neural network model and the processing parameters of time series (prediction window, the time horizon, etc.). It is therefore necessary to develop a tool automatic settings and automatic choice of architecture. Such a mechanism can be implemented using neural network complexes [3, 4, 5, 6, 7]. There are several examples of such complexes, they are mainly designed to solve a particular practical problem, and have restrictions on use.

So an important task is to develop a neural network structure, which allows you to automatically search for the optimal solution for multivariate time series. Such structures can be used to determine the preferred structure of a neural network, or to determine the individual characteristics of the structure and process. Most often, these structures are implemented based on ensembles of neural networks, and therefore also open to question is the optimization of learning algorithms.

2. REPRESENTATION OF THE INPUT DATA

In the simplest case, the formation of the input vector of multivariate time series can be represented as follows: from the N time series takes the window size K, and concatenated into a single input vector, thus the input vector length is equal to K * N. At the exit, we have a vector that contains N elements, in the case of one-step prediction.

3. ENSEMBLE (COMMITTEE) OF NEURAL NETWORKS

Ensemble (committee) of neural networks (ENN) - is a set of several individual neural networks, which are independently solving one problem prediction [4, 5, 7]. Particular solutions of the individual neural networks are fed to the gating module, which gives the final decision (see Figure 1.).

Fig. 1 - Two types of ANS: gating module examines the solution of particular neural network (up), gating module also receives external inputs (down).
As the gating module can be used by different types of neural networks, the averaging operation, calculating the median, and other ways to track the time series. When using a neural network, gating module learns to solve the problem using the output of experts.

There are two approaches to the use of ENN. The first approach involves the use of homogeneous ensemble of neural networks. This approach aims to obtain a stable output value, the elimination of the empirical selection of certain parameters.

On the other hand, ENN can be used for more complex model of the analyzed data to determine more sophisticated dependencies [3]. One variant of this prediction values of the time series with different "time window" [4].

Both approaches significantly extend the capabilities of neural networks and allow to exclude some of the empirical work.

4. TRAINING ENSEMBLES OF NEURAL NETWORKS

The basic operation here is a mutation [8], represented by formula (1), in which the connection weight is perturbed random value. Also, we calculate probability whether the operation is applied.

\[ w_{n,I,j,k+1} = w_{n,I,j,k} + y \cdot Q, \]

where \( w_{n,I,j,k} \) is the weight between the \( i_{th} \) and \( j_{th} \) nodes of the \( n_{th} \) network in the population at the \( k_{th} \) epoch of training, \( Q \) is a number drawn at random from a Normal (0,1) distribution and \( y \) is some fixed (or weight dependant) multiplier. Typically a given network’s ability to reproduce into the next epoch’s (generation’s) population is determined by its relative average Euclidean error, either in relation to the training set, or the validation set. Usually the population of networks is ranked at each epoch (generation), with the fittest Networks having a higher probability of offspring in the next generation.

The algorithm of formation of population consists of the following steps:

1. Initializing weights of ANN from ensemble.
2. Training elements of the ENN.
3. Survival of the fittest (as a criterion of fitness can be used one measure of error of ANN, or a combination thereof). Survival implies the elimination of a set of less adapted ANN, and duplication of the fittest.
4. Mutation of weighting links ANN ensemble.
5. Go to (2) or stop if stopping criteria met.

The perturbation in 2) described above in (1). In 3) the population of networks is ranked in descending order by relative fitness. In 4) part of the fittest networks are replicated twice and inserted into the next population, the next part are replicated once and inserted. The bottom 20% is discarded from the population. This is then repeated until the criteria for stopping is met. Elitism is also implemented, such that one of the two replicas of the fittest individual Neural Network passed into the next generation does not have its weights perturbed.

5. TWO-LEVEL LEARNING MODEL

Using only a single ensemble at designing of a forecasting model often does not give the desired result, and leads to development that is repeated over and over again with varying architecture, varying the types and learning algorithms of neural networks [6]. This is due to the fact that some of the data make better use of one type or architecture, for others the opposite type, or architecture. It is proposed to use a two-level learning model [9]. This model allows realizing heterogeneity of the complex neural network (see Fig. 2).

The first level of structure is a set of ensembles of heterogeneous networks.

First, it can be different types of neural networks [3,10, 11].

Second, it may be similar networks (may have a similar architecture and parameters), but with different time-series analysis [4]. So the elements of this model may use different delays between the window and the predicted value of forecasting, to determine the delay in data being processed. Also, time series can be processed in a different scale, so each element will be fed data at a different time scale. This architecture may account for distant effects (see Fig. 3).

Third, it may be similar networks with different training parameters. This architecture can be used to find the optimal parameters presented neural network model.

The second level is a hybrid ensemble which is formed of the most successful elements of the ensembles of the first level after passing a certain number epochs of training.

Also, as a second level of the ensemble can be used the ensemble (or a single network) supervisor [4], processing the output values of all elements of the first level.

Fitness the first-level ensembles are analyzed for forming hybrid ensemble. If one of the ensembles is much more suited than others, the hybrid ensemble is formed only on this basis. In other cases, a hybrid ensemble made up of the fittest neural networks most accurate ENNs.

6. THE EXPERIMENTAL PART

The basic version of the test data for the experiments is the telemetry data, as well as time series with different characteristics (see Table 1.).
For forecasting, we used data from six aircraft sensors that measure the following parameters: distance, speed, heading angle on the first line of communication, pitching angle of the first line of communication, heading angle on the second line of communication and pitching angle according to the second line.

We also used a set of «The Santa Fe Time Series Competition Data», synthetic generated multivariate time series of states of objects.

### Table 1. Description of data sets

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Generated by the laser, one-dimensional.</td>
<td>1000</td>
</tr>
<tr>
<td>B1, B2, B3</td>
<td>Physiological data, with intervals of 0.5 s.</td>
<td>34000</td>
</tr>
<tr>
<td>C</td>
<td>Price counts of the Swiss franc exchange rate on U.S. dollar; 08/07/1990 - 04/18/1991.</td>
<td>30000</td>
</tr>
<tr>
<td>Gen</td>
<td>Computer-generated data states of the objects, multi-dimensional.</td>
<td>28000</td>
</tr>
<tr>
<td>P39</td>
<td>Information about the state of the position sensors of the object in space.</td>
<td>2181</td>
</tr>
<tr>
<td>E</td>
<td>Astrophysical data. Set of measurements of the light curves star PG1159-035 in March 1989, with 10 second intervals.</td>
<td>27204</td>
</tr>
</tbody>
</table>

ENN application reduces the scatter of results, as the final relation is obtained by averaging for each element of the ensemble. This is clearly illustrated in Fig. 4. Here the schedule of convergence ENN has a smoother shape than the single neural network. The above learning algorithm allows to optimize the parameters of ENN. So if you initialize the ensemble of different parameters (learning rate, the size of the hidden layer), at the end of training we can get a set of models with parameters close to optimal.

Telemetric information about the object was considered in two ways (see Fig. 5). In the first case, the data from the sensors are analyzed directly, and then the resulting forecast determines predicted state. In this case, training and processing is done on the initial data.

In the second case the input data is classified into a number of states of the object, which is analyzed, so it significantly reduces the the volume of data being processed. Comparison of predicted and actual data is shown in Fig. 6.

In this case, we have not performed considerable preprocessing of data. But to get the best quality of results is also necessary to analyze the input data. It is necessary to analyze the correlation between different variables, to allocate the independent inputs, to determine the precursors, if they exist, to remove noise. Thus we can achieve significant reductions in processing information.

**Fig. 4** – Graphs of convergence: the convergence of different structures (up), the learning process of the proposed structure (down).

**Fig. 5** - Two approaches states of the objects data processing.

**Fig. 6** - the actual data and forecasts, time series and state.

Evaluation of the accuracy of the model is also an important component of testing. For this purpose, a series of experiments was performed. The different single neural
network, different ENN, and the proposed model with different sets of ENN were trained on the same data. The results are shown in Table 2: the average error on time series (Er. 1), and on classified data (Er. 2).

### Table 2. Estimation of accuracy

<table>
<thead>
<tr>
<th>Model</th>
<th>Er. 1, %</th>
<th>Er. 2, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single ANN</td>
<td>6.7-24</td>
<td>5.5-22</td>
</tr>
<tr>
<td>ENN</td>
<td>5.6-17.2</td>
<td>2.7-14</td>
</tr>
<tr>
<td>The proposed model</td>
<td>5.6-8.3</td>
<td>2.7-7.7</td>
</tr>
</tbody>
</table>

### 7. CONCLUSION

In this paper, a generalization of existing models of complexes based on the ENN has been submitted. We also proposed the use of two-level training algorithm of heterogeneous ensembles, using training with elements of an evolutionary strategy for processing telemetry data of the states of small airborne objects.

The software module was developed that implements the proposed method and a series of experiments performed to determine the characteristics of software modules and models. The results showed that two-level learning algorithm allows to build neural network model for the given ENN close to optimal in the specified range of parameters. There is no need for a set of experiments to get a good result.

Disadvantages include increased training time, by using a set of single neural networks.
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