Two-dimensional first-order phase transition as signature change event in contact statistical manifolds with Finsler metric
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Abstract. In this work we propose a phase transition model associated with the metric–signature–change events in its pseudo-Finsler–Langmuir configuration space. We prove that the change of signature of the contact statistical manifold endowed with a Langmuir–Finsler metric occurs, and that this event corresponds to the first-order phase transition in the Langmuir monolayer under compression. We determine the Cartan tensor and the nonlinear Barthel connection, which provide a tool to estimate how far is the Finsler model from the pseudo-Euclidean one, and to construct the Finsler adapted frames for the module of sections of the tangent bundle. As well, the Berwald curvature of the Finsler space is explicitly determined and it is shown that it vanishes everywhere except the regions of anomaly which correspond to the phase transition.
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1 Introduction

High-ordered graphene-like nanostructures may exhibit unique electro-physical and optical properties [1, 2]. A type of such structures is presented by the Langmuir–Blodgett (LB) films, which are formed at air/liquid interface, under the compression of a Langmuir monomolecular layer (monolayer) of amphiphilic molecules [3, 4, 5] with a subsequent deposition on the substrate. The properties of the LB-film vary in dependence on the compression parameters, namely, the compression rate, the subphase acidity, and the temperature [6]. Because of this, the issue of theoretical modeling the Langmuir monolayer is a crucial issue in nanothechnology. Of particular interest is the description of the two-dimensional first-order liquid-crystalline phase transition in the monolayers [7, 8, 9, 10].
1.1 Riemannian geometrization of the phase transition thermodynamics

It is known [11, 12] that the necessary condition for phase stability is the positiveness of the Hessian of the Gibbs free energy in the expansion of the energy increment over the thermodynamic variables. With such an approach one can introduce a metric for the space of thermodynamic variables, and further use Riemann geometry methods [13, 14]. The scalar curvature in such a geometrization of the thermodynamics can be expressed in terms of such matter thermodynamic quantities, as compressibility $\kappa$, thermal expansion, and heat capacity. It is cornerstone that the priority of such approach is the analysis of a geometric characteristic tensor – the curvature, regarded as generalized thermodynamic parameter, instead of considering a large number of thermodynamic inequalities. The heat capacity and compressibility undergo the divergence at phase transitions. During the phase transition, the divergence of the thermodynamic quantities are expected to imply the divergence of the other parameters, including the curvature. However, for well-known Ruppeiner’s [15] and Weinhold’s [13, 14] metrics the scalar curvature remains finite at a critical point, when one of the above mentioned thermodynamic quantities tends to infinity, while the rest remain fixed [16]. In [17], the thermodynamics was geometrized with a metric, whose scalar curvature diverges at the critical point. The Quevedo’s metric satisfactorily describes second-order phase transitions without metastable states [16]. The physical nature of the first order phase transition at a triple point is similar to the second order phase transition [18]. But, in contrast to the second order phase transitions, $\kappa$ and other matter thermodynamic quantities exhibit a change of sign in the vicinity of the 1st-order phase transition. In [16] a metric on the thermodynamic variables space was proposed. A scalar curvature of the thermodynamic space diverges and differs by sign for stable and metastable states at the critical point. Unfortunately, this metric is not invariant with respect to the Legendre transformation. Therefore, nowadays, the problem of appropriate geometrization of thermodynamics to describe the first order phase transition is still actual.

1.2 Geometry of systems with constrains

A Finsler geometrization of electro-capillary interactions in Langmuir monolayers was proposed in [19, 20]. An action $S$ of the contact Finsler–Lagrangian statistical manifold describes the entropy of two-dimensional (2D) monolayer. This pseudo-Finsler space can possess the specific feature that a part of the tangent vectors lie on the hypercone which is similar to the light cones from Relativity Theory ([21, 22]). The Finsler structure lives on the associated geometric vector bundle over the slit tangent space, which infers that the fundamental Finsler function (pseudonorm) may be considered as an action for a physical system. A Finsler function of the monolayer provides a large number of indicatrix classes. However, the link between these solutions and the real observed monolayer structures was not completely clarified yet.

Phase transitions associated with the events which accompany the change in metric signature (for example, the transition between the $(+ − − −)$ and $(+ + − −)$ space–time signatures), are considered in cosmological models of loop quantum gravity [23, 24] and their analogues, the signature change events in Bose gas hydrodynamics [25], and in optical metamaterials [26]. In such phase transitions, both the total
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number and the total energy of the particles generated in a signature change event are formally infinite. Due to this fact, such a transition, for example, is called in cosmology "a big flash", and shares certain similarities with the cosmological "big bang". Opposite to usual phase transitions, in which the physical system changes while the background metric is considered intact, the signature change transition affects the underlying background metric experienced by the system.

The 2D phase transitions of first order in compressed Langmuir monolayers, depart from the 3D first-order phase transitions, are accompanied by the occurrence of visualizing fractal-like structures in a region where liquid and crystal phases coexist [27, 28]. In such regions dependencies of the surface pressure $\pi$ upon the area $A$ per molecule (compression $\pi - A$-isotherm) can have a plateau that is a curve piece with small slope. The slope of the plateau for the 2D 1st-order phase transition depends on the compression speed, while the plateau of isotherms for 3D 1st-order phase transitions is horizontal. The character of the compressibility of the monolayer depends as well on the compression speed. In the paper we will show that modeling the 2D first-order phase transition in the 3D contact statistical manifold as a metric signature change event in the corresponding Finsler space allows us explain these features of the 1st-order phase transitions in monolayers.

Our main goal is to study first-order phase transitions in Langmuir monolayers as signature change events in the configuration pseudo-Finsler space. Our finding is that a Langmuir monolayer self-organization occurs, when the Berwald scalar curvature of Finsler space behaves in an anomalous manner. We predict three types of monolayer self-organization. The first two types are structurization in isotropic and anisotropic fields of velocities. The third type is a glass-like state, in which there coexist regions of finite and infinite motions. We show that the particles of the monolayer describe closed paths with the limit cycle similar to a strange attractor of relaxation oscillations. However, they still may drift to non-closed trajectories, since the regions of finite and infinite motions are separated only by punctured neighborhood within the space of velocities.

2 Riemann–Finsler structures in monolayer structurization

The hydrated molecules in the Langmuir monolayer are located on the boundary between air and aqueous medium. During the compression process, the molecules are extruded from the hydration shells. Meanwhile, the molecules extruded from the water interact with each other and form the Langmuir–Blodgett monolayer film. An entropy dynamics of particles changing their masses is described by the pseudo-Finsler metric function. In the entropy representation the metric function, which describes the phase-transition dynamics of the radially-symmetric compressed monolayer with polar coordinates $r$, $\phi$ on the contact statistical manifold, has been constructed in [20], and has the following form:

$$L = \left[ A \frac{\dot{r}}{r} + B \right] \left\{ \dot{\xi}^2 - \frac{C}{2} \left[ A \left( \frac{\partial r}{\partial t} \right)^{-1} + B \right]^{-1} (\dot{r}^2 + r^2 \dot{\phi}^2) \right\}$$
where the parameters $A$, $B$, $C$ are given by
\begin{equation}
A = p |V| r^5 e^{\frac{2|V|t}{r}},
\end{equation}
\begin{equation}
B = mc^2 - p \left( \left( -\frac{4}{3} r^5 + \frac{16}{45} (|V|t)^2 r^3 + \frac{4}{15} (|V|t)^3 r^2 + \frac{1}{45} (|V|t)^4 r + \frac{2}{35} (|V|t)^5 \right) e^{\frac{2|V|t}{r}} - \frac{4}{45} (|V|t)^6 \right) Ei \left( \frac{2|V|t}{r} \right),
\end{equation}
\begin{equation}
C = m, \quad \text{where } p = \frac{x^2 q^2 \rho_0^2}{R^2}, \quad \dot{r} = \frac{x\dot{x} + y\dot{y}}{r}.
\end{equation}

Here $Ei \left( \frac{2|V|t}{r} \right)$ is the special function exponential integral, $m$ is the proper particle mass, $V$ is the monolayer compression rate, $p$ includes characteristics of the monolayer, such as molecular charge $q$, initial surface density $\rho_0$ of the molecules, and initial monolayer radius $R_0$. The pseudo-time $t$ is the time of phase transition, whose flow is defined by the distribution of times of relaxation processes in the monolayer. Also, $\xi$, $\dot{r}$ and $\phi$ define the corresponding derivatives of $t$, $r$ and $\phi$ with respect to the evolution parameter $s$. The factor $C \left[ A \left( \frac{\dot{r}}{r} \right)^{-1} + B \right]^{-1}$ in the expression (2.1) shows that the mass of the hydrated monolayer is variable.

We also remark that $(M, L)$ is a Lagrange space [29] which, due to the homogeneity of $L$, generates on different regions of the coordinate space $M$, corresponding Finsler structures.

### 2.1 Indicatrices of the monolayer-associated Finsler space

The indicatrix $I_{x_0}$ at a point $\{x_0\} \in M$ is a hypersurface in $T_{x_0} M$ [22] and is defined via $F(x_0, y^i) = 1$, similar to a space unit sphere in the positive definite subcase, and has a definite meaning in physically feasible systems. For example, for the Zermelo navigation problem, the indicatrix consists of all the destination points which are reachable in one unit of time, while the motion is affected by a given vector field (the "wind") [30].

For the pseudo-Finsler metric we can define the "timelike" (pseudo-time) and "spacelike" indicatrices by analogy with General Relativity Theory, as
\begin{equation}
L(x_0^i, y^i) = 1
\end{equation}
and
\begin{equation}
L(x_0^i, y^i) = -1
\end{equation}
respectively. Fig. 1 illustrates a simulation of "timelike" and "spacelike" indicatrices, depending on the metric parameter $B$. According to the explicit form of the Finsler function (2.1), when the speed $V$ of the monolayer compression tends to zero, the coefficient $A$ tends to zero as well, and the Finsler function degenerates into pseudo-Riemannian one. The same situation occurs for enough large values of $B$, when the indicatrix has the form of a double- or one-sheeted hyperboloid, as shown in Fig. 1a, e. In this case, the amplitude of the particle velocities are restricted, while a velocity-direction distribution is isotropic one due to the axial symmetry of the indicatrix. But at non-zero $A$, there exist values of the parameter $B$, for which the form of the
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spacetime indicatrix dramatically changes as Figs. 1i–k show. As $B$ decreases to $10^{-15}$ or becomes negative (e.g., $B = -0.1$, $-1$), the particle velocities are restricted both in amplitude and direction. From the physical point of view, free particles transit into bounded state.

Figure 1: Indicatrices of Langmuir–Finsler space at $A = 10^{-5}$, $C = 10^6$, $r = 1$ and different $B$: timelike indicatrices at $B = 10$ (a), 1 (b), 0.1 (c), 0.07 (d); and space-like indicatrices of Finsler space at $B = 10$ (e), 1 (f), 0.1 (g), 0.07(h), $10^{-15}$ (i), −0.1 (j), −1 (k). The colored (red, blue, green and black) planes divide the $(\Delta t, \Delta x, \Delta y)$ space into the regions with the different signature denoted in brackets.

The metric tensor is defined by

\[
(2.5) \quad g_{ij} = \frac{1}{2} \frac{\partial^2 L}{\partial y^i \partial y^j}.
\]

Let us investigate now the signature of the metric tensor $g_{ij}$. The matrix associated
to the metric tensor $g_{ij}$ is:

$$g_{ij} = \begin{bmatrix}
3A \frac{\dot{\xi}}{r} + B & -\frac{3}{2} A \left(\frac{\dot{\xi}}{r}\right)^2 & 0 \\
-\frac{3}{2} A \left(\frac{\dot{\xi}}{r}\right)^2 & A \left(\frac{\dot{\xi}}{r}\right)^3 - \frac{C}{2} & 0 \\
0 & 0 & -\frac{C}{2} r^2
\end{bmatrix},$$

and hence the Jacobi minors, which are represented in Fig. 2, are:

$$\begin{align*}
\Delta_1 &= 3A \frac{\dot{\xi}}{r} + B, \\
\Delta_2 &= \frac{3A^2}{4} \left(\frac{\dot{\xi}}{r}\right)^4 + AB \left(\frac{\dot{\xi}}{r}\right)^3 - \frac{3AC}{2} \frac{\dot{\xi}}{r} - \frac{BC}{2}, \\
\Delta_3 &= -\frac{C}{2} r^2 \Delta_2.
\end{align*}$$

The thermodynamic stability in the free energy representation requires that the Hessian is a positive-definite symmetric $(0,2)$-tensor field. Accordingly, the minimal value of the free energy requires by the positiveness of the leading principal minors ($\Delta_k > 0$). In the entropy representation, a system is thermodynamically stable if it satisfies the Second Law of Thermodynamics, namely, the entropy of the system reaches its maximum. Therefore, the indicatrices related to stable physical systems correspond to negative definite Hessians of Finsler-type Lagrangians (2.1). We further fix the following set of parameters $A = 10^{-5}, B = 0.12, 0.1, 0.07, 10^{-15}, -0.07, -0.1, -0.12, C = 10^6$ in Fig. 2. For all the values of $B$, there exist physical regions of the Finsler space where the minors determine the Hessian signature $(n_+, n_-) = (0,3)$, according to Fig. 2. Here the momentum index $n_+, n_-$ is the number of positive and negative signs respectively in the Hessian quadratic form. For example, at $B = 10^{-15}$ one identifies the following regions for the minors $\Delta_1, \Delta_2, \Delta_3$ denoted by a yellow line. In the first region, the minors are $\Delta_1 < 0, \Delta_2 > 0, \Delta_3 < 0$, leading to a negative definite Hessian quadratic form, with the signature $(0,3)$. In region 2 ($\Delta_1 > 0, \Delta_2 > 0, \Delta_3 < 0$), we have an indefinite metric with Hessian signature $(2,1)$. Finally, in region 3 ($\Delta_1 > 0, \Delta_2 < 0, \Delta_3 > 0$), we have an indefinite metric with Hessian signature $(1,2)$.

If the Hessian matrix is negative definite ($\Delta_1 < 0, \Delta_2 > 0, \Delta_3 < 0$), then the entropy is maximized. Hence, by virtue of the 2-nd law of thermodynamics, the trajectories are stable for the Finsler metrics with the Hessian signature $(0,3)$, and, respectively, the configurations of nuclei (phase elements) space become physical ones (nuclei physically exist) and are stable.

We shall further find and discuss the indicatrix pieces related to the negative definite signature. In order to discard the non-physical configurations, we shall construct the surfaces $S_i, i = 1, 2, 3$ which split the Finsler space into regions with metric constant signature.
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Figure 2: Behavior of the leading principal minors $\Delta_k$, $k = 1, 2, 3$ for the Finsler-metric parameters $A = 10^{-5}$, $C = 10^6$, $r = 1$; (a) $B = 0.12$ (magenta), 0.1 (red), 0.07 (green), $10^{-15}$ (yellow), $-0.07$ (light blue), $-0.12$ (blue), $-0.12$ (black); (b) $B = 1$ (red), $-1$ (blue).

2.2 The metric signature of the Langmuir–Finsler space

Since the Jacobi minors method does not accurately allow to find the regions of change of signature by means of vanishing the minors, we shall determine $S_i$, $i = 1, 2, 3$ by examining the null eigenvalues of the metric tensor $g_{ij}$ (2.6). Moreover, since there exist a distribution of relaxation times, the “timelike” direction, which describes it, is preferred one. Therefore, the Langmuir–Finsler space hosts a metric signature, which we shall find, using eigenvectors.

Taking into account that an eigenvalue $\lambda_3$ corresponding to the coordinate $\varphi$ is always negative and equals to

$$\lambda_3 = -\frac{1}{2} Cr^2,$$

one can find the eigenvalues of the matrix $g'_{ij}$:

$$g'_{ij} = \begin{pmatrix} 3A\frac{\xi}{r} + B & -\frac{3}{2} A \left(\frac{\xi}{r}\right)^2 \\ -\frac{3}{2} A \left(\frac{\xi}{r}\right)^2 & A \left(\frac{\xi}{r}\right) - C/2 \end{pmatrix}$$

as

$$\lambda_1 = \frac{1}{2} \left(-\sqrt{\frac{1}{4} (2Au(u^2 - 3) - C - 2B)^2 + 9A^2u^4 + Au(u^2 + 3) + B - C/2}\right),$$
\[
\lambda_2 = \frac{1}{2} \left( \frac{1}{4} \left( 2Au(u^2 - 3) - C - 2B \right)^2 + 9A^2u^4 + Au(u^2 + 3) + B - C/2 \right),
\]

where \( u = \dot{\xi}/\dot{r} \). The dependencies of \( \lambda_1 \) and \( \lambda_2 \) on \( \dot{\xi}/\dot{r} \) are depicted in Fig. 3. The corresponding eigenvectors are

\[
v_1 = \frac{3}{2} \frac{Au^2}{(-\lambda_1 + 3Au + B)} e_t + e_r,
\]
\[
v_2 = \frac{3}{2} \frac{Au^2}{(-\lambda_2 + 3Au + B)} e_t + e_r,
\]
\[
v_3 = e_\phi.
\]

The eigenvector \( v_1(v_2) \) is then considered as vector directed along the time axis if its absolute value of time component is 100 times the radial component, and converse. According to this rule, the signature of the space is not defined in the regions of \( u \) where the eigenvectors \( v_1(v_2) \) are substantially of space–time type.

Let the values \( u \) for an arbitrary point \( \vec{r}_0 \) of the monolayer are \( u_i \), \( i = 1, 2 \) for \( \lambda_i = 0 \) and \( u_3 \) at the median point of the region where \( v_1(v_2) \) could not be related with proper time and radial directions. Then, the surfaces \( S_i, i = 1, 2, 3 \) which separate the regions with different metric signature are defined by means of \( \dot{\xi}/\dot{r} = u_i \), and are the following planes:

\[
r_0 \Delta t = u_i(x_0 \Delta x + y_0 \Delta y) = 0.
\]

Table 1 shows the numerically calculated metric signatures of the Finsler space for the eigenvalues and the eigenvectors of \( g_{ij} \) depending on \( A, B \) and \( u \). Due to the definition (2.3), pieces of the timelike indicatrices related to the metric signature \((- - -)\) of the Langmuir–Finsler space in Figs. 1a–d are absent. Accordingly, there does exist no stable Langmuir monolayer characterized by such indicatrices. As one can see, the region of physically meaningful values of parameter \( \dot{\xi}/\dot{r} \) grows with decreasing values of \( B \), for example, \( \dot{\xi}/\dot{r} \) runs over interval \((-\infty; -1.3 \cdot 10^{16})\) and \((-\infty; 3674)\) for \( B = 10 \) and \(-10 \) respectively.

According to the table 1, the motion associated with the indicatrix of types \( e, \ldots, h \) in Figs. 1e–h, is infinite. The motion associated with the indicatrix of types \( i, \ldots, k \) in Figs. 1i–k, is finite accordingly to the table 1. The motion associated with indicatrices of type "i" takes place on the strange attractor of relaxation oscillations [31]. According to the table 1, the regions of finite and infinite motions with indicatrices of type \( j \) and \( k \) are not overlapping. The sets which separate these regions become thinner and eventually tend to a punctured neighborhood for \( \Delta t \to 0 \).

We further consider the components

\[
C_{ijk} = \frac{1}{2} \frac{\partial g_{ij}}{\partial r^k}, \quad i, j, k \in 1, 3, \text{ of the Cartan tensor, which describes the space torsion.}
\]

Direct calculations give:

\[
C_{111} = \frac{3A}{2} \frac{\dot{\xi}}{r}, \quad C_{112} = C_{121} = C_{211} = -\frac{3A}{2} \frac{\dot{\xi}}{\dot{r}^2}, \quad C_{122} = C_{212} = C_{221} = \frac{3A}{2} \frac{\dot{\xi}^2}{\dot{r}^3},
\]
\[
C_{222} = -\frac{3A}{2} \frac{\dot{\xi}^3}{\dot{r}^4}, \quad C_{3ij} = 0, \quad \forall i, j, \in 1, 3.
\]
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Table 1: Signatures of spacelike indicatrices and types of physical indicatrix projections near reference point in plane $XY$ at different parameters $A$, $B$. The indicatrix $e$, ..., $k$ are depicted Fig. 1e–k.

<table>
<thead>
<tr>
<th>$A$, $B$</th>
<th>Hessian signature $(n_+, n_-)$</th>
<th>Metric signature</th>
<th>Range of $\xi/\dot{r}$</th>
<th>Indicatrix, its projection</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-10}$, 10</td>
<td>(0, 3)</td>
<td>$(- - -)$</td>
<td>$(-\infty; -1.3 \cdot 10^{10})$</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(+ - -)$</td>
<td>$(-1.3 \cdot 10^{16}; 7.9 \cdot 10^{8})$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2, 1)</td>
<td>$(+ + -)$</td>
<td>$(7.9 \cdot 10^{8}; +\infty)$</td>
<td></td>
</tr>
<tr>
<td>$10^{-10}$, 10</td>
<td>(0, 3)</td>
<td>$(- - -)$</td>
<td>$(-\infty; -1.3 \cdot 10^{10})$</td>
<td>$e$</td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(+ - -)$</td>
<td>$(-1.3 \cdot 10^{5}; 3635)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(1, 2)^*$</td>
<td>$(3635; 3694)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2, 1)</td>
<td>$(+ + -)$</td>
<td>$(3694; +\infty)$</td>
<td></td>
</tr>
<tr>
<td>$10^{-9}$, 1</td>
<td>(0, 3)</td>
<td>$(- - -)$</td>
<td>$(-\infty; -12380)$</td>
<td>$f$, projection form as for $e$</td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(+ - -)$</td>
<td>$(-12380; 3648)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(1, 2)^*$</td>
<td>$(3648; 3742)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(- + -)$</td>
<td>$(3742; 3783)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2, 1)</td>
<td>$(+ + -)$</td>
<td>$(3783; +\infty)$</td>
<td></td>
</tr>
<tr>
<td>$10^{-5}$, 0.1</td>
<td>(0, 3)</td>
<td>$(- - -)$</td>
<td>$(-\infty; -5685)$</td>
<td>$g$, projection form as for $e$</td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(+ - -)$</td>
<td>$(-5685; 3637)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(1, 2)^*$</td>
<td>$(3637; 3740)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(- + -)$</td>
<td>$(3740; 4638)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2, 1)</td>
<td>$(+ + -)$</td>
<td>$(4439; +\infty)$</td>
<td></td>
</tr>
<tr>
<td>$10^{-9}$, $10^{-10}$</td>
<td>(0, 3)</td>
<td>$(- - -)$</td>
<td>$(-\infty; -3.3 \cdot 10^{-11})$</td>
<td>$h$, projection form as for $e$</td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(+ - -)$</td>
<td>$(-3.3 \cdot 10^{-11}; 3637)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(1, 2)^*$</td>
<td>$(3637; 3737)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(- + -)$</td>
<td>$(3737; 5848)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2, 1)</td>
<td>$(+ + -)$</td>
<td>$(5848; +\infty)$</td>
<td></td>
</tr>
<tr>
<td>$10^{-9}$, -0.1</td>
<td>(0, 3)</td>
<td>$(- - -)$</td>
<td>$(-\infty; -2493)$</td>
<td>$i$</td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(+ - -)$</td>
<td>$(-2493; 3642)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(1, 2)^*$</td>
<td>$(3642; 3735)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(- + -)$</td>
<td>$(3735; 14101)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2, 1)</td>
<td>$(+ + -)$</td>
<td>$(14101; +\infty)$</td>
<td></td>
</tr>
<tr>
<td>$10^{-9}$, -1</td>
<td>(0, 3)</td>
<td>$(- - -)$</td>
<td>$(-\infty; 3579)$</td>
<td>$j$, projection form as for $e$</td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(+ - -)$</td>
<td>$(3579; 3635)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(1, 2)^*$</td>
<td>$(3635; 3735)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(- + -)$</td>
<td>$(3735; 133342)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2, 1)</td>
<td>$(+ + -)$</td>
<td>$(133342; +\infty)$</td>
<td></td>
</tr>
<tr>
<td>$10^{-9}$, -10</td>
<td>(0, 3)</td>
<td>$(- - -)$</td>
<td>$(-\infty; -3674)$</td>
<td>$k$, projection form as for $e$</td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(1, 2)^*$</td>
<td>$(-3674; 3735)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1, 2)</td>
<td>$(- + -)$</td>
<td>$(3735; 1.3 \cdot 10^{8})$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2, 1)</td>
<td>$(+ + -)$</td>
<td>$(1.3 \cdot 10^{8}; +\infty)$</td>
<td></td>
</tr>
</tbody>
</table>

We note that $*$ – none of the eigenvectors of $\lambda_1, 2$ could not be considered as space or time directions.
Figure 3: The dependence of the eigenvalues $\lambda_1, \lambda_2$ (blue and red) on $\xi/\dot{r}$ at $B = 0.1$ (solid line), $10^{-15}$ (dotted line) and $-0.1$ (dashed line). Inset is an expanded fragment of the dependencies.

One gets that the effective components of the Cartan tensor $C_{ijk}$ live on a 2D-plane $\{\dot{r}, \dot{\xi}\}$. Due to the facts that, firstly, the components of the Cartan tensor are determined by the parameter $A$ only and do not depend on $B$ and, secondly, the topological form of indicatrix is determined by values of the parameter $B$ according to the table 1, one concludes that the torsion of space can be conserved during the phase transition and can be very small.

2.3 Nonlinear Barthel connection and mean Berwald curvature

According to [32], we determine the mean Berwald curvature tensor $E_{ij}$, by the following steps:

$$G^i(y) = \frac{1}{4}y^i(\dot{y}) \left\{2\frac{\partial g_{ij}}{\partial x^k}(y) - \frac{\partial g_{jk}}{\partial x^i}(y)\right\} y^j y^k,$$

$$N^i_j(y) = \frac{\partial^2 G^i}{\partial y^j},$$

$$E_{ij} = \frac{1}{\partial y^i \partial y^j} \frac{\partial G^k}{\partial x^i} \frac{\partial G^k}{\partial x^j}$$

where $x^k = \{t, r, \phi\}$, $y^k = \{\dot{\xi}, \dot{r}, \dot{\phi}\}$. The spray coefficients $G^i$ are then:

$$G^1 = \frac{A}{4\Delta^2} \left[\frac{1}{2}A^t \ddot{\xi} + B_t \ddot{r} + \frac{3}{2}B_r \dot{\xi} \dot{r} + \frac{3}{2}C r \dot{\xi}^2 \dot{\phi}^2\right],$$

$$G^2 = \frac{A}{4\Delta^2} \left[-\frac{1}{2}A^t \ddot{r} + \frac{3}{2}B_t \dot{\xi}^2 + \frac{3}{2}B_r \dot{\xi} \dot{r} + Cr \dot{\xi} \dot{\phi}^2\right],$$

$$G^3 = \frac{-C}{\dot{r} \dot{\phi}},$$

with

$$A_t = \frac{\partial A}{\partial t}, A_r = \frac{\partial A}{\partial r}, B_t = \frac{\partial B}{\partial t}, B_r = \frac{\partial B}{\partial r}.$$
The components of the nonlinear Barthel connection have the following explicit form:

\begin{align*}
N_1^1 &= \frac{A}{4\Delta_2} \left[ 3A_t \frac{\ddot{\xi}}{r^4} + 5B_t \frac{\dot{\xi}^2}{r^5} + 2B \frac{\dot{\xi}^3}{r^3} + 3C r \frac{\dot{\xi} \dot{\varphi}^2}{r^3} \right] - \frac{C}{4\Delta_2} \left[ 3A_t \frac{\ddot{\xi}}{r} + (B_t + 3A_r) \frac{\dot{\xi}}{r} + B_r \frac{\dot{\varphi}}{r} \right] - G^1 \frac{\Delta_2}{\Delta_2}, \\
N_2^1 &= \frac{A}{4\Delta_2} \left[ -2A_t \frac{\ddot{\xi}}{r^5} - 3B_t \frac{\dot{\xi}^2}{r^4} - B_r \frac{\dot{\xi}^3}{r^3} - 3C r \frac{\dot{\xi} \dot{\varphi}^2}{r^3} \right] - \frac{C}{8\Delta_2} \left[ -2A_t \frac{\ddot{\xi}}{r^2} + B_t \frac{\dot{\xi}}{r} \right] + G^1 \frac{\Delta_2}{\Delta_2} \frac{\dot{\xi}}{r}, \\
N_3^1 &= \frac{3AC}{2\Delta_2} \frac{\dot{\varphi}}{r^3}, \\
N_1^2 &= \frac{3A}{4\Delta_2} \left[ Cr \frac{\ddot{\varphi}^2}{r^3} + 2(B_t - A_r) \frac{\dot{\varphi}^3}{r^2} \right] - \frac{B}{2\Delta_2} \left[ 2A_t \frac{\ddot{\xi}}{r^2} + 3A_r \frac{\dot{\xi}}{r} + B_r \frac{\dot{\varphi}}{r} \right] - G^2 \frac{\Delta_2}{\Delta_2}, \\
N_2^2 &= \frac{3A}{4\Delta_2} \left[ (A_r - B_t) \frac{\ddot{\varphi}^2}{r^3} - Cr \frac{\dot{\varphi}^2}{r^2} \right] + \frac{B}{2\Delta_2} \left[ A_t \frac{\ddot{\xi}}{r^2} + A_r \frac{\dot{\xi}}{r} \right] + G^2 \frac{\Delta_2}{\Delta_2} \frac{\dot{\xi}}{r}, \\
N_3^2 &= \frac{3AC}{2\Delta_2} \frac{\dot{\varphi}}{r} + \frac{BC}{2\Delta_2} \frac{\dot{\varphi}}{r^3}, \quad N_1^3 = 0, \quad N_2^3 = \frac{\dot{\varphi}}{r}, \quad N_3^3 = \frac{\dot{\varphi}}{r},
\end{align*}

where

\[
\Delta_2 = \left[ 3A^2 \frac{\dot{\xi}^2}{r^4} + 3AB \frac{\dot{\xi}^2}{r^3} - \frac{3}{2} AC \frac{1}{r} \right].
\]

The mean Berwald curvature tensor components can be found out as second derivatives of the trace of the nonlinear Barthel connection tensor over \( g^{ij} \):

\[
E_{ij} = \frac{1}{2} \frac{\partial^2}{\partial y^i \partial y^j} (N_1^1 + N_2^1 + N_3^1),
\]

where

\[
N_1^1 + N_2^1 + N_3^1 = \frac{1}{4\Delta_2} \left[ A_t \frac{\ddot{\xi}^2}{r^4} \left( 3A_t \frac{\ddot{\xi}^2}{r^2} + (2B_t + 3A_r) \frac{\dot{\xi}}{r} + 2B_r \right) + 2B \frac{\dot{\xi}^3}{r^2} \left( A_t \frac{\dot{\xi}}{r} + A_r \right) \\
- C r \left( 3A_t \frac{\ddot{\xi}^2}{r^2} + (B_t + 3A_r) \frac{\dot{\xi}}{r} + B_r \right) \right] - \frac{\Delta_2}{\Delta_2} \left[ G^1 - G^2 \frac{\dot{\xi}}{r} \right] + \frac{\dot{r}}{r}.
\]

The following analysis of the Berwald curvature is fulfilled by numerical simulation. To this aim, we perform the convolution product of the Berwald curvature tensor with the metric tensor:

\[
B_C(x, y) = g^{ij} E_{ij}.
\]

Further the Finsler adapted frames for the module of sections of the tangent bundle are constructed to discover features of the 1st-order phase transition model.

The evolution of the monolayer configurations \( r(s) \), of their indicatrix projections, and of the Berwald scalar curvature \( B_C \), in dependence on the compression speed \( V \) is shown in Fig. 4. Since the Berwald curvature \( B_C \) changes its sign in Fig. 4c, f, i, then in all the considered cases phase transitions of first order occur. However, for
Figure 4: The evolution of the monolayer configurations $r(s)$, of their indicatrix projections, and of the Berwald scalar curvature $B_C$ at different compressed speeds $V=10^{-9}$ (a–c), 0.05 (d–f), 10 (g–j). The evolution parameter $s$ is equal to (b) 0.4 (blue), 1.1 (red), 1.6 (black); (e) $10^{-4}$ (blue), 1 (red), 4.47 (black); (h) $10^{-9}$ (blue), 0.16 (red), 1.15 (black) respectively.

the case of an isotropic distribution of directions in Fig. 4b the phases periodically lose their stability in the phase transition proceeding at very small compression speed $V$.

For very small compression speed ($V = 10^{-9}$), the sign of $B_C$ and the configurations $r(s)$ periodically change, as shown in Fig. 4a, c. Meanwhile, the directions of the infinite motion of the particle from Fig. 4b change in an arbitrary way, and effectively produce a set of configurations for the isotropic state, accordingly making the phase transition to be apparently reversible.

At $V = 0.05$ the configuration from Fig. 4d initially exhibits a fast evolution but then evolves slowly, as it usually happens in the 3D phase transition of first order with rapid nucleation and slow nuclei-growth stage. The directions of the movement along configurations in this case are in a narrow range of the velocity values. Since the space of velocities is anisotropic, the configurations at each point of the monolayer are similar to each other. In this way, as result of the phase transition at $V = 0.05$, a crystalline phase emerges.

Opposite to the case $V = 0.05$ with two relaxation times, the monolayer configurations at $V = 10$ from Fig. 4g are characterized by a relaxation-time distribution similar to one for a glass-like state. Meanwhile, all the directions of motion from Fig. 4h are split in two regions: the ones with closed, and with open trajectories.
Two-dimensional first-order phase transition as signature change

Figure 5: (a–c) The theoretical dependencies of \( B_C \) on the radius \( r \) at different monolayer compressing rates \( V = 10^{-15} \) (a), 2 (b) and \( 10^{-2} \) (c). Parameters used: \( \dot{r} = 150, \dot{\xi} = 20, t = 0.01, p = 8.9 \times 10^9 \). (d–e) The experimental and the fitting theoretical dependence of compressibility \( \kappa \) on \( r \) for the monolayer of stearic acid, with the compression speed \( V = 6 \) mm/min (d) and 5 mm/min (e).

The structures, which are formed in these regions, always coexist, since in the space of velocities there exist punctured locations, which separate the periodic trajectories from the non-closed ones. The periodic trajectories have the form of relaxation oscillations on the strange attractor, as in [31]. Since for very large compression speeds, \( B_C \) accepts mostly negative values in the process of phase transition, the particles tend to leave non-closed (open) configurations and transit to the strange attractor. As a result, a fractal glass-like structure of the monolayer is formed.

3 Discussion

The velocities \( v \) of the monolayer particles decrease after collisions due to repulsion and, at the same time, the inter-molecular attraction increases the value \( v \). Because of these “random” forces, the compression process has effectively different compression speeds in different regions of the monolayer. Let the configurations \( r_1(s), r_2(s), \ldots \) be geodesic configurations of the regions compressed rapidly or slowly under the action of the random forces.

**Theorem 3.1.** The Berwald curvature \( B_C \) is determined by the set of all the geodesics \( r_i, i = 1, 2, \ldots, N \), for \( N \rightarrow \infty \).

**Proof.** One can rewrite the set \( \{r_1, r_2, \ldots, r_N\} \) as \( \{r(s_1), r(s_2), \ldots, r(s_N)\} \), \( N \rightarrow \infty \). Then, the Berwald curvature \( B_C \) satisfies the following property:
$B_C(r) = B_C(r(s_i)) \equiv B_C(\{r(s_1), r(s_2), \ldots, r(s_N)\}) = B_C(\{r_1, r_2, \ldots, r_N\})$, for $N \to \infty$. This property proves the claim. □

We shall further study the behavior of the Berwald curvature $B_C(r)$.

We have $B_C = 0$ outside the anomalous phase transition regions, as shown in Fig. 5a–c. Comparing Fig. 4c with Fig. 4f, one can conclude that the width of the anomalous region of phase transition sharply increases for very small compression speed $V$. The compressibility $\kappa$ of the monolayer can be determined in terms of the Berwald curvature $B_C(r)$, calculated irrelative of the evolution [33]. According to the calculation performed above, in the case of $V$ large enough, the Berwald curvature $B_C(r)$ of the trajectories behaves anomalously in a very narrow interval of values of the evolution parameter $s$, while this interval is wide for very small $V$. Therefore, the sign of the Berwald curvature $B_C(r)$ and, respectively, the sign of $\kappa$ change twice, as shown in Fig. 5b. Meanwhile, the occurrence of the narrow line from Fig. 5b for relatively large values of $V$ testifies the existence of the isotherm plateau. The wide anomalous regions in Fig. 5b, c, where the distribution of the particle velocities over the directions is isotropic, prove the existence of islands (domains) of both anisotropic and isotropic phases in the monolayer. The experimental dependencies of $\kappa$ in Fig. 5d, e and in [33, 34] perfectly agree with the theoretically predicted behavior of $B_C(r)$, and with the features of its change for varying $V$ in Fig. 5b,c.

4 Conclusion

We proved that the changes of signature of the model-related pseudo-Finsler space take place during the evolution of the system. These events are associated with the change of the set of configurations with maximal entropy and maximal entropy production entering into the contact statistical manifold of the monolayer. For the monolayer in the phase-transition state there always exist open configurations, when the movement of the particles is infinite. The anisotropy of motion along the configurations is revealed as an isotherm plateau. As well, the Cartan tensor and the nonlinear Barthel connection are determined, which provide a tool to estimate how far is the pseudo-Finsler space from the pseudo-Euclidean one. The Berwald curvature $B_C$ are experimentally exhibited through an anomalous behavior of the compressibility $\kappa$ of the monolayer. The proposed Finsler–Lagrange theory of 2D first-order phase transitions in Langmuir monolayers is able to foresee three types of structurization in accordance with the experimental dependencies of the compressibility on the compression speed. The developing of such a theory allows to handle a fabrication of nanocomposite LB-structures.
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