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Abstract

Highly-loaded seaports have extremely complex and intensive marine vessel
tra�c, which generates large volumes of tra�c data. Meteorological conditions
and maritime vessel type in�uence maritime tra�c and they must also be taken
into account in order to train the model capable of recognizing the abnormal
movement of the sea transport. Real data often misses some data values, such as
type of vessel or its status. This paper reviews method of obtaining vessel tra�c
and meteorological data and �lling missing vessel type data in Rotterdam port
region. A deep multi-stacked LSTM neural network model is trained to �ll the
missing vessel type data. This model is trained with available vessel type data
and used to predict missing values. This paper describes creation and evaluation
of this model. Results of the experiment show it is expedient to use tra�c data
of a vessel in conjunction with meteorological data.
Keywords: data science, LSTM neural network, Vessel type detection, meteo-
rology

1 Introduction

Maritime transport is one of the most important and intense sectors of human activity,
accounting for about 90% of total trade. The high volume of vessel tra�c generates
large amounts of data, which overload various information systems and sensors [3].
Assistive systems are developed to facilitate the task, which extract the necessary
information from the big data. One of the systems is an unusual tra�c detection
system, which requires full data for accurate detection. Unfortunately, the data that
comes from di�erent systems such as AIS, radars or satellite systems, is not full at
all times [1]. The lack of such data prevents the creation of a su�ciently accurate
model for detection of unusual vessel tra�c. It is therefore necessary to develop smart
systems for �lling in the missing data, especially with the increased development of
new methods for the detection of unusual tra�c, which is essential for safety at sea [5].
This article o�ers a way to �ll in the missing data for missing vessel types, which would
allow for improved prediction of abnormal maritime tra�c. The �rst part of the article
introduces the developed method used to �ll in the missing vessel type information in
the data, and the second part describes the experiments with this method using vessel
tra�c data in the Rotterdam harbour. This research is continuous work in �eld of
abnormal maritime tra�c detection [4].
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2 Proposed Method

Deep neural neural network: The main purpose of the model being developed
is to determine the type of vessel by the available or received sets of vessel posi-
tions so that the missing information �elds can be �lled. The model input consists
of a sequence of vessel position vectors, and the model predicts the type of ves-
sels sailing under these sets. The model for vessel type prediction uses historical
sets of vessel position vectors sorted by time, which can be represented as follows:
XT = [XT−(n−1), XT−(n−2), . . . , XT−1, XT ], where XT is the set of the vessel's positions,
T is the sequence number of a vessel set, which was received at a certain time, n is the
prede�ned length of the set. The input vector X consists of the positioning elements
of the vessel, such as the latitude, longitude, heading, speed, time, state reported by
the vessel, weather conditions in the geographical location. We can describe the full
input vector as a matrix:
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Where p is the number of elements in the vessel's position vector. The output vector

consists of the predicted distribution of probability classes of vessel types calculated
by Softmax function. LSTM Deep Neural Network [2] with fully connected multilayer
percepron is used to train the model at work. The simpli�ed network architecture is
shown in Figure 1. The deep network architecture diagram shows a network structure
consisting of 6 constituent layers. The �rst layer is input layer In with a number of
inputs that equals to the length of the vessel's position sequence n. The input layer is
connected in series to the �rst n cells from A1 to an in LSTM (A) layer. The LSTM
layer may have more than n cells. The total number of cells is expressed in k when k =
n. LSTM (A) layer is connected in series to the LSTM (B) layer. Each output of layer
A is connected to Layer B inputs. The total number of cells in LTSM (B) is expressed
in k. Both LSTM layers use ReLu activation function. The last cell in B is connected
to the multilayer fully connected layer of perceptron. The layer of perceptron consists
of two hidden layers of neurons and one output layer. The hiddens layers use ReLu
activation function. A number j of outputs constitutes an output layer where each
output describes the probability of a particular class classi�cation, which is calculated
by Softmax function. Adam's stochastic optimizer with a training factor α = 0.001
and a decay factor δ = 10−6 are used for network training. The termination of epoch
training cycles is set in accordance with the validation set. The training uses the Sparse
Categorical Cross Entropy [2] for loss function. Data preparation: Duplicate posi-
tion entries are cleared out and then data is parsed based on desired data types. The
same actions are performed to meteorological data. Technical data �elds of a vessel are
assigned to each position vector of a vessel based on vessel MMSI identi�cator. Mete-
orological data is assigned to a position data vector by using the method of the closest
neighbor, depending on the closest time and geolocation of the forecast. Model train-
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Figure 1: Multi-Stacked LSTM deep neural network architecture

ing data is formed by joining all the data to one vector. Creation of Vector Sets:
After the preparation of data the vector sets that will be provided to train, validate
and test the model, are further formed. The data sets must correspond to the model
input matrix, which is described by formula above. To do this, the available vessel
data is grouped by their MMSI identi�er. All consecutive position of a vessel is cut in
sequences of 12 positions by step of 3 positions. All these formed sequences are used
to construct training matrix described in this article above.

3 Experiment and Results

To test proposed method Rotterdam harbour area was chosen. The data for model
training are collected from several sources such as AIS vessel tra�c monitoring sys-
tem, vessel parameter information system, meteorological observation system, and ge-
ographic information system. This information comes from several data sources. The
marine tra�c data was colected from ship�nder.co: Colected data is: geolocation,
speed, direction and type of vessel, length, width, draft, etc. The Meteorological data
colected from worldweatheronline.com, provides meteorological data in given geoloca-
tions: wind direction and speed, wave, swell and other data of a particular location in
3h intervals. Two separate set was formed to test in�uence of meteorogical data. One
set with meteo data, another without. A total of 2.90 ∗ 107 vessel tra�c vectors were
collected in one set from the Rotterdam harbour from November 1, 2018 till November
30, 2018, of which 2.78∗107 do not have information about vessel type. This represents
95.88% of all available data. A set with vessel type information consists of 1.195 ∗ 106

vessel tra�c vectors from Rotterdam harbour. These vectors were collected and cre-
ated using the methods mentioned above, and they constitute 4.12% of all data. The
data are randomly divided into three sets: 50% of the data are used for training, 30%
for validation, and 20% for testing. Training data set is used to train models. Valida-
tion Set - is designed to select the number of LSTM layers in the model and LSTM
cells in the layer. The test set is used to evaluate accuracy of the �nal model. In this
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Table 1: Trend of classi�cation accuracy for di�erent network settings
Meteorological data excluded Meteorological data included

Layers Cells Accuracy Cells Accuracy
2 245 0.78 290 0.78
3 215 0.79 265 0.81
4 195 0.77 250 0.93

article precision, recall, and accuracy are calculated using a test set in order to evaluate
the accuracy of the classi�er for di�erent numbers of deep multi-stacked LSTM neural
network layers and cells. Table 1 �rst part shows the results of the experiment for
di�erent values of the model parameters without meteorological data. We see that the
best result was achieved using 3 LSTM layers made of 215 cells. Table 1 second part
shows the results of the experiment with meteorological data. Best result was achieved
using 4 LSTM layers with 250 cells.

4 Conclusion

According to the results of the experiment, the proposed method of combining vessel
tra�c data with meteorological data leads to an improved classi�cation. Based on the
results the best model con�guration is chosen, then checked using continued data with
classi�cation accuracy 0.93, recall 0.92, and precision 0.93.
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