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Abstract

Algorithms for solving linear systems based on decamposition of restrictions are considered. Transformation of the support set of
elements and elements of the working support matrix in algorithms for solving network optimization problems is executed.

Decomposition, optimization, network, support, system, determinant of the structure, matrix

1. Problem definition

Let G:{I,U} be a finite oriented graph without multiple arcs and loops. Consider the linear
underdetermined system

a, ielI\I, o 1, iel”, " )
ng. -~ zxﬂ. = . sign[i] = . el (1)
el Wy JElT (U xisign[i], el =1, ielI \I",
P _F = :
(i, el

L'U)={j: (i,j)eU}, I {Uy=4{j: (j.0)eU}

We know from [1, 2] that the rank of the matrix of system (1) for a connected graph
G={1,U} is equal to | I|.Consider R={U,, I} - a support of the graph G={/,U} for
system (1) [3,4]. Let us define a characteristic vector &, ( ”’p,(' )e U,07,iel ) entailed by
an arc (1,p)e U\U, and a characteristic vector 6?, :(60. ,(r,_,')e U;8!,iel ) entailed by a
node y e I"\ I} [3.4].

2. Decomposition of the system

Theorem 1. The general solution of system (1) mayv be uniquely represented using the following look:

= X 8F & Yx8l +%,0,))elU, 3)

(t.p)EUNU vel™\ig

x= Yx,8° + Yx68 +X.ielynIUf), k=Ls. @&

(r,0)eUN\U g yel"\ig

where X = U” (1 _])E U, .X,I ,1E I ) is a partial solution of the nonhomogeneous system (1).

Let R = {UR ,];} be a support of the graph G= {],U} for system (1). In
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arbitrary order, we choose sets WZ{UW,[.:,}\ IW|=(], UW QU\UR, I:;, gl*\lf,;. By

substituting the general solution of system (1), which has the form (3)-(4) into the system of linear equations (2), we
obtain:

Y x| DHGP M, |+ Tx, FHS+ FAF =, ©

(z.p U\ f (. J¥EU g yel™\1gy (LjEUR (LJEU R

The number AY, = ZZSS;P +Al  is called the determinant of the structure entailed by arc
(i, /)eU 4
(z,p)eU \UR relatively to restriction (2) with the number P . The number A’;, = 23.56: is called
(. el g

the determinant of the structure entailed by node y € 1 NI :; relatively to restriction (2) with number P .

System (2) takes the form

ZAipxm"*‘zAﬁ;xT:Ap_ ZAfp Y ~ ZAY f’p:E ©

(r.0EUy velly (TP EUNU il y) yel"™NU Ul

- Sus,

(i, el »

3. Network support criterion

Theorem 2. (Network Support Criterion) The aggregate of sets K = {U K I ;»} is a support of the netwark
G= {[,U} Sor system (1)-(2) if and only if

1) the aggregate of sets K = {U!\ 5 [‘:} may be divided into two aggregates: R = { UR! I;} and
W Z{UW, I:‘V}' such as UR UUW =UK' URﬁUW =0, I;UI:;, 212, and set R is a
support of the network G= {[ , U } for system (1);

2) |W |= q . where  is the number of linearly independent equations in system (2);

3) matrix D, which consists of determinants of the structures entailed by the arcs and nodes of aggregate
W . is nondegenerate.

4. Support substitution
The final step in solving optimization problems using the support technique is the support substitution.

Consider the following cases.

4.1 Introduction of a new arc into the support structure

Let the new element be an arc (fo, ]0) We call support K = (UK,I;) of system (1)-(2) an old

24 T ‘H* N .
support, and support K= (UK y IK) - a new support of system (1)-(2). We shall mark with a wave all
variables related to the new support.

Consider the decomposition of a column of the matrix of system (1), which corresponds to the new arc, on
columns of the old support. The coefficients of this decomposition have the following look
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My = E#Tp o + 2‘“?‘53; __6’;514"0 (L EUp.

(r.plely vely

= n Y _ Sig . *
w= Y u 8" + Yudbl-80r, icl;
(r.p)ely rely

= Tyl == ] g P — 3P PSio:Jo =
fy =DM . M=(M"...M%). M" =} + Y Ao p=lq.
EUR
It is obvious, that non-zero coefticients in decomposition of tl\ﬁ: mlumn of the matrix of System (1), which
corresponds to the new arc, can be obtained only on those arcs and nodes, which are included into structures,

entailed by elements of the aggregate W' and the arc (fo, ]0) It is known that in the support substitution only an
element with a non-zero coefficient in the decomposition of a new column on the old support can be removed.

Let an arc (fo, ]0) be a new support element. We use the following definitions: L(I-, j) - a cycle entailed
by are (I, j) ; C(f, J) - achain entailed by arc (I, ]) : C(]/) - a chain entailed by node ¥ .

Consider the following cases:

4.1.1. We delete an arc from the suppart free. Let the arc we delete belongs to the support tree:
(i [*) = UR ; Let I = {I(UT ) UT } be a subtree with the raot
k = arg max{level (i,),level (j,)}. The next cases can occur: '

0. If (i,, J.) € L(I'G, JO) . then the next determinants will be changed:

=A%, + sign(iy, jo)"EF AR . p=lLq, for ai (7,p)EU,.

ndo

TE I(UT)Apﬁ IU)vrelU)Aapel(U,).

Ap = AP +sign(iy, jo) ‘”s‘:gn(}/) AL ., p=1,q.tcyE L}y NIU).

iydn’

2).1f (I,, J.) € L(fo, jﬂ) but 3(1"1, jI)E UW , and (f*,j,,)e L(fl, ]]) , then we’ll get one of the

following:

a)1If Jk € [1, S] 3 {i{) 5 j{] } = I(Uf;) . then the next set of changes will take place:

Lit.p) p 1 _
m YECEf Ae‘u‘r’ p=Llgqg, for all (z,p)ely,

telU)npeI(Uyp)vre IU ) Ape I(Uy).

= AL, +sign(iy, i

Ap = A +sign(iy, ji) (]’Jszgu(‘y) AL

; P e : i A =
InMatrix DD elements Aj] i 2= l,q will be replaced with Afo,fa P= l,q s

bufak,te['L,s],k;az,ioef(U;}i). Jo€ IUy) . then
AL =N, +s:gn(z1,1,)“r ) A p=1g. for all (7,0)e Uy,

te IU)Ape (U ) vTe IUs)Ape IUy).

A? = AL +sign(iy, ;) €0 sign(y)- ALy s p=lq.fcyelyNIUy;).

P
bh

, D=1, will be replaced with A”. p=1,q .where =1 NI(UL). h=kvh=1I.



Ab = AL +sign(y)- sign(u)- A2, p=1,q.for y € I, N I(UYF).
3.0 A, ))€ Uy . (i ju) € L(i, j) . but (i, .)€ Cliy, Jio) . then

K"}’, =A% +sign(y) - sign(iy, jo ) AL . P=r’?» yely N IUy).

ipJo’

4. 1 Bi,HeUy. (Gnj)ELGEJ) ad (i, ))& Cly,jy). bu Juely,,
U j,r) = C(M) , then there are three cases:

a1t Ike [1,5], {ig, jo} € IUE)

AD =N —sign(u)- sign(y)- AL, p=1,q.fory € Iy, N IUz)\{u}.

Elements A‘z. p= m will be replaced with Kfnfu ; [P= G

I iy, Jo & [(Uyp). but Ik, I€[Ls].k#1. i€ I(UY), jo€ I(U}), then

K‘}’, =AY —sign(u)-sign(y)- A, p=Lq.forye L "N I{U )\ u}.

Elements /\‘i, pzl,q will be replaced with A‘T pzl,q, where 1J=I;("11(U?),
h=kwh=l.

K‘;’, =AJ + Sr'gn(}/)-sign.(v)-/'{ﬂ’,, p =E. ve L, nIUL).
91 iye IU,) A jo & IWUL) Vi IUL) A o € IU). then
Kf, :A’;’, +sign('y)°sign(i0,j0)c(7) A p =G._ vel,nIU,).

inJo’

4.1.2. We delete an arc from the auxiliary support set W. Consider (I, j.)€ U, .

. if dke [I,S]. [fo._.jo} c I(U-f-), then elements A‘i}-* P = l,q will be replaced with

AP
lndg °

2. 1t 3k,le[1,5]1.k 1. ig€ I(Ur), jo€ I(Ur). then clements A7 . . p=1,q will be

p=1,q inMatrix D .

replaced with K‘Z.pzl,q.where u= I;; ﬁI(U{:’-), h=kvh=L.
K“;, = AL +sign(y)-sign(u)- K’Z p=1q.foral Y€ I, N I(U;f).

4.1.3. We delete a root from the support tree. Consider a case when we delete a node
u= 1; M I(UT ). where T' = {[(UT ) UT } is one of the support trees. The next cases may take place:

~§ =AY +sign(y)- sign(iy, j, )" AL . P=Ly.YE Ly W),

2. U iy jo& IUy), bu 3k,le[l,s].k#1.iye I{Uy). jo€ I(UL), then
Iye I, nI{U;)

Kﬁ)’, = A —sign(y) - sign(y)- A%, p=Lq.ye L, nI{U)\{y}.
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Ry = A, +sign(y)-signti, ™A, p=lg.  yel, AP,
h=kwh =1

Elements AZ = 1,g will be replaced by Afv WP = l,q , where W = 1;; M I(Ug )

3.0t k€ [1,5], {ig, jo} CIWUE) .then Iye I}, NIU,)
K’;’, =Af —sign(y)-sign(y)-A5, p =T:c}, forall Y € Iy NI(U)\{y}.

Elements A‘: W= l,q will be replaced by A!;ﬂjg P = l,q.

4.1.4. We delete a node from the auxiliary support sef. Consider a case when we delete a node

yE 17:;/ M I(UT ) ,where ' = {I(UT )._, UT } is a tree in the old support. The next cases can occur:
1.1t Fk € [1,5]. {iy, jo} © I(U}), then

elements /\‘:, P = l,q will be replaced with Af{)fﬂ ,p=1,q inMatrix D,

.1t 3k, le[1,s].k #1. iy I(UL), jo€ IUL) . then
AP = AP + sign(y)- sign(ig, jo)" & p=Lq. for all ye I, NIUMH\{y}.
h=kxh=l,

A‘t; . p =1, will be replaced with Aﬂ pP=1q.

4.2 Introduction of a new node into the support structure

Let iO be a new element. Consider the decomposition of a new column in the matrix of system (2) on the
columns of the old support. We can see as in the previous case that non-zero coefficients can be obtained only on

those arcs and nodes, which are included into structures, entailed by elements of the aggregate W' and node io .

Let node E'O be a new support element.

4.2.1. We delete a tree arc.

We delete an are 3(1'*,]'*)6 UR' let T = {I(U}-—),UT} be a subtree with a root
k= arg max{level (i*), level ( ]* )} . The next cases can occur:

0.3 3(iys i )E Uy s i) € LGy, Jy) 1 then:

R?, = AL, +sign(iy, j)™ ™AL, . p=lq. o a (1,p)eUy.

e IU)Ape IU)vTeE IU)Ape I(U,).

A? =A} +sign(il,jl)é(?)sign(}/)—j\? . p=Lg.tcyely, nIU;).

hj’

-
nn?

2.1 A(i, ))e Uy, . (i, J.)€ L(i, j),but (i, j.) € C(iy). then

P =1, will be replaced with K‘Z} ;. p=lg.



AD = N —sign(iy) - sign(y)- A% . p=1,q foral y € I, N I(Uy).
3.1t (i, ))e Uy, , (i, j.) € L(, j),but i, € Iy, , (i, j.) € C(i,) , then
K’;’, = A —sign(il)-.s'fgn(y)—A‘.’l, pZE,fora]l vel, nIU)\{}.

A2 ; :1, will be replaced with A ; =l, :
i P=laq p i P=Lq

4.2.2. We delete an arc from an auxiliary support set. Let an arc (i, j,) € Uy, be the arc

we delete, then elements A‘?j , p=1,q will be replaced with Afﬂ w P 1,6] g

4.2.3. We delete a root from a support tree. If we delete node =1, N I(U r) where
T'= {I(UI ), U‘.-" } is one of the support trees, then the following cases can occur:

D.If ig€ I(Uy ), then

K‘; =Ny —sign(iy) - sign(y)- A} . p =1,g . forall Y € Iy D IWE).

9.1 dk=[1,5], fo = I(Ui), Tk #T . then E]fl [ [,:, M I(UT) and the following elements of
Matrix DD will be changed:

Y = AP —sign(i,)- sign(y)- Al p=1,q foran Y € Iy " IU)\ iy},

AP, =1,g will be replaced with AL . p= s g
. P=Lg p e D=Lq

4.2.4. We delete a node from an auxiliary support set. If we delete node y € [ ;:, and insert

. #® PO
node 1y € V§ \([;; L/ 1;;) . then one column in matrix D will be changed: elements Ai,, p= l,q will be

replaced with A‘Z} : iP= 1,q ;

Thus, the changes in matrix ) can be made by two simple operations: the replacement of one its column by
another and the addition to a column the elements of another column multiplied by a scalar.

Let us know matrix D&I ={Vé, : =1,q, jzl,Q}- the reverse matrix for an unknown matrix
D= “’LU’ i=1,q, j= l,q}. Let column k of matrix D is changed, and we know the new elements

—

P T § =1 ; .
[, .1 =1,q, then the elements of the new reverse matrix [)™ can be found in the following way:

& i fu K
bk o 3. it
2 :s 5j Ztrsvsj_l-tzkvkj | - 1=14q, =14,
5=1 s=1 —VkJ, I:k,

sk ik

q o
fix = vas.ask i=1q
pom

Let us add a column K , multiplied by @ # O to column [, [#k Then the new elements of the reverse matrix
are:
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Vijs i £k TEL
q g
§=1 §=1 )
s VIJ" ;:l,
J=L14q.
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