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В последние время люди приобретают различные технические приборы для наблюдения за своей физической активностью. Чтобы получить информацию из данных, собранных с помощью этого оборудования, необходимо знать, как сравнивать и классифицировать их. Измерения степени сходства используются для сравнения объектов, однако различные инструменты измеряют различные атрибуты объектов и часто трудно определить, какие из них наиболее точные.
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Recently a tendency dominates that people acquire various technological equipment to observe their physical activities. In order to get information from the data collected by this equipment, it is necessary to know how to compare or classify it. The similarity measurements are used for the comparison of objects, however, different measurements evaluate different attributes of objects and it is often hard to determine which of them is the most accurate. In this article, the influence of similarity measure analysis is introduced, in order to find out how the similarity measurements impact the time series segment classification. The object of the research is which similarity measurements allow to determine the type of physiological activity the most accurately, when evaluating time series that define human physiological attributes and the attributes of their position in a space.
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INTRODUCTION

People that participate in sports, that perform active physical activities at work (Patel, Park, Bonato, Chan, & Rodgers, 2012), (Alemdar & Ersoy, 2010), in a hospital or during their leisure time observe their health activities, road or body position coordinates, by sensors. They receive various data about the nature of their activities. This data is multi-dimensional, because the physiological activities, state or actions are defined by many various attributes and variables that are usually independent and changing in time (Esling & Agon, 2012), (Hamilton, 1994). Time is the reading that is important when investigating data and especially when such data is necessary to be investigated at the same moment when they are received (Gaber, Zaslavsky, & Krishnaswamy, 2005). Time series is a set of values of data collected in time, which defines the behavior, state of a specific object. Such data can be received from sensors by continuously resending them to a more powerful calculation device: a mobile phone, computer, server (Rodríguez, Goñi, & Illarramendi, 2005).

One of the challenges of time series is the search of similar time series segments (Bernatavičienė et al., 2015). A specific chosen similarity determination technique has a great impact when solving tasks, the purpose of which is to find data of a similar nature, in such areas. When methodically comparing two time series, the numeral estimate is calculated, i.e. a measure that shows how much the segment is a similar to a specific sample.

In this article it is investigated what influence do the similarity measures that are capable to estimate the similarity of two time series (segments) on the classification. When classifying (Hu, Shao, & Tan, 2011), (Attar, Sinha, & Wankhade, 2010) the states of activity we can investigate the available measures and tell which measure is the best when grouping the most similar segments of the states of activity to separate respective groups. In our case, the segments of the state of the same activity should be assigned to a respective group, which would mean one and the same state of activity, e.g. running, walking, etc. Such a classification could help to describe a person’s body position that could serve the manifestation of epilepsy, heart attack, stroke in accordance with body movements typical for a respective illness (Tasoulis et al., 2011), at the same time warning the family doctor about the disorder in human health.

SIMILARITY MEASURES FOR MULTIDIMENSIONAL TIME SERIES

In order to find similarities in the multi-dimensional time series, the overall estimate of one measure or measure groups can be used. In this research only 4 measures of similarity are introduced, with which the best results of the classification were obtained. The similarity measures that compare the segments of the multi-dimensional time series of the same size are presented in detail in the article of J. Bernatavičienė (Bernatavičienė et al., 2015).

In our article, we will mark the entire multi-dimensional matrix (time series), of which the segment of a fixed size that is called a sample and we will mark as $X^b$ is chosen, as $X^a$. By using the sliding window, the sample $X^b$ is compared to the all other segments of the $X^a$ multi-dimensional matrix $X^b$ length segments that we will mark in the work as $X^c$. The sizes of the compared $X^b$, $X^c$ matrices are the same.

$$
X^a = \begin{pmatrix}
x_{11}^a & \cdots & x_{1T_a}^a \\
\vdots & \ddots & \vdots \\
x_{n1}^a & \cdots & x_{nT_a}^a
\end{pmatrix};
X^b = \begin{pmatrix}
x_{11}^b & \cdots & x_{1T_b}^b \\
\vdots & \ddots & \vdots \\
x_{n1}^b & \cdots & x_{nT_b}^b
\end{pmatrix}.
$$

Here $T_a > T_b$. Denote the sample of $n$ features and $T_b$ observations.
**Frobenius norm.** Frobenius norm – is a similarity measure based on the Euclidean discovery that is used for the analysis of matrices (Moon & Stirling, 1999), (Yang & Shahabi, 2004). The Frobenius norm of one multi-dimensional matrix $X^b$ is defined as:

$$
\|X^b\|_F = \sqrt{\sum_{p=1}^{n} \sum_{q=1}^{T_b} (x_{pq}^b)^2} = \sqrt{\text{trace}((X^b)^\text{transpose} X^b)}.
$$

(2)

The \text{trace} is the sum of elements on the diagonal of the square matrix. We define the two multi-dimensional matrices comparison as: $D_{Frobo}(p, q) = \|X^b - X^c\|_F$.

**Correlation coefficient.** The correlation coefficient is calculated according to this formula:

$$
D_{corr}(p, q) = \frac{(\sum_{p=1}^{n} \sum_{q=1}^{T_b} (x_{pq}^b - \bar{X}^b)(x_{pq}^c - \bar{X}^c))}{\sqrt{\sum_{p=1}^{n} \sum_{q=1}^{T_b} (x_{pq}^b - \bar{X}^b)^2 \sum_{p=1}^{n} \sum_{q=1}^{T_b} (x_{pq}^c - \bar{X}^c)^2}},
$$

(3)

where $\bar{X}^b$ and $\bar{X}^c$ are the averages of $X^b$ and $X^c$ matrices. $x_{p,q}^b$ and $x_{p,q}^c$ is a respective element from $X^b$ and $X^c$ matrices.

**MDTW.** The measure of dynamic time warping similarity (DTW) (Berndt & Clifford, 1994), (Ten Holt, Reinders, & Hendriks, 2007) is often applied for the research of the financial, medicinal data. This measure of similarity defines the dynamics of time series change. The modification of DTW similarity measure for the multi-dimensional time series is the measure of MDTW (Moon & Stirling, 1999).

MDTW matrix is calculated the same as in the traditional DTW algorithm (Sanguan sat, 2012):

$$
D_{MDTW}(p, q) = \begin{cases}
  d(1,1), & \text{if } p = 1, q = 1, \\
  d(p, q) + D_{MDTW}(p - 1, q), & \text{if } p = 2, \ldots, T_b, q = 1, \\
  d(p, q) + D_{MDTW}(p, q - 1), & \text{if } p = 1, q = 2, \ldots, T_b, \\
  d(p, q) + \min \left\{ D_{MDTW}(p - 1, q), D_{MDTW}(p, q - 1) \right\}, & \text{in other cases.}
\end{cases}
$$

(4)

Where some distance $d(p, q)$ is defined as follows:

$$
d(p, q) = \sum_{k=1}^{n} (x_{kp}^b - x_{kq}^c)^2, \text{where } p, q = 1, \ldots, T_b.
$$

(5)

The $(p, q)$ defines the pair of the pth observation in $X^b$ and the qth observation in $X^c$.

Finally, the minimal path and the distance along the minimal path are obtained using matrix $D_{MDTW}$.

**Hamming measurement.** Essentially, Hamming measurement represents the number of dimensions between two $d$-dimensional vectors that contain different elements. Hamming is described formally like that where $i$ is index of segment element; $d$ is size of segment (Dashiell Kolbe, 2004), (D. Kolbe, Zhu, & Pramanik, 2007), (Hamming, 1950):

$$
D_{Hamm}(p, q) = \sum_{i=1}^{d} \begin{cases}
  1, & \text{if } p[i] \neq q[i] \\
  0, & \text{if } p[i] = q[i]
\end{cases}
$$

(6)

**DATA.**

In this investigation we used "PAMAP2" Physical Activity Monitoring Data Set (Reiss & Stricker, 2012) that contains data of 18 different physical activities, performed by 9 subjects wearing 3 inertial measurement units and a heart rate monitor.

505
In the experiments, such of the physical activity states that were performed by all of the surveyed people were investigated: lying, sitting, standing, walking, running, cycling, Nordic walking, ascending stairs, descending stairs, vacuum cleaning, ironing, rope jumping.

**DATA PRE-PROCESSING AND NORMALIZATION**

Scheme of data pre-processing is presented in Fig. 1. At first, we have to fill missing values that appeared during data collection process. We replaced missing data values with values taken from same time series that comes next to missing values.

In the following step, we remove the linearly correlated data. The attributes of data was used for this purpose.

In the final step, before classifying data, considering to the measurement, the data normalization was applied.

Only with the correlation measure, the normalized multi-dimensional data was compared, where the same states of different people, the parts of the multi-dimensional data were normalized according to the formula: $x_{ij} = (x_{ij} - \bar{x}_j) / \sqrt{\sigma_j^2}$.

**SIMILARITY MEASUREMENT AND KNN**

After data pre-processing we executed series of classification experiment with different segment size. These results are presented in Fig. 2. The size of the compared segments varied from 50 to 1000 time readings, the chosen segment step was equal to 50 time readings.

![Fig. 1. Data preprocessing scheme](image)

![Fig. 2. Dependence between KNN classifier accuracy, segment size and similarity measurement](image)
Dependence between KNN classifier accuracy, segment size and similarity measurement

KNN classifier with the available data tried to classify 12 classes as accurately as possible. The KNN classifier of MATLAB package with such settings was used in experiments: 10-fold cross-validation, 2 neighbors, distance weight 1/d, where d is the distance between this neighbor and the point being classified.

The results of the experiment that were presented in Fig. 2 and show the influence of the similarity measure and segment size on the classification of the states of activity. In this experiment, the algorithm of Hamming measurement showed very good results in all cases and especially correct class assignment accuracy was equal to 0.9877 in, when the length of the segment was 50 time readings, it is an optimal segment size to this measure. The results of the experiment showed that a small segment length is a significantly better variant for the classification of data than a larger segment length, i.e. the smaller the multi-dimensional matrix (less information) the easier it is to find the most similar matrix to the latter. The results gained by the Frobenius norm and the MDTW measure are very similar, the accuracy of classification is adequately good, only the MDTW measure conducts calculations especially slow. The best gained accuracy results were these: Frobenius = 0.8673, MDTW = 0.9002, when the segment length was equal to 50 time readings. Which is why after the Hamming algorithm, the most suitable measure for the finding of segment similarities and later classifying of that data is the Frobenius norm measure. The segment similarity results gained with the help of this measure are adequately accurate and calculated fast. The worst measure in our case is the correlation coefficient measure, because the similarity results of this measure are the worst even though the calculation speed is equivalent to the calculation of the Hamming distance. The best-achieved correlation coefficient measure result was 0.4527, when the segment length was equal to 900 time readings.

<table>
<thead>
<tr>
<th>Corr</th>
<th>Hamm</th>
<th>Frob</th>
<th>MDTW</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.4103</td>
<td>0.9877</td>
<td>0.8673</td>
</tr>
<tr>
<td>100</td>
<td>0.3926</td>
<td>0.9851</td>
<td>0.8623</td>
</tr>
<tr>
<td>150</td>
<td>0.3011</td>
<td>0.9751</td>
<td>0.8421</td>
</tr>
<tr>
<td>200</td>
<td>0.2852</td>
<td>0.9500</td>
<td>0.8341</td>
</tr>
<tr>
<td>250</td>
<td>0.2853</td>
<td>0.9657</td>
<td>0.8225</td>
</tr>
<tr>
<td>300</td>
<td>0.2444</td>
<td>0.9545</td>
<td>0.7572</td>
</tr>
<tr>
<td>350</td>
<td>0.2785</td>
<td>0.9389</td>
<td>0.7924</td>
</tr>
<tr>
<td>400</td>
<td>0.3399</td>
<td>0.9395</td>
<td>0.8074</td>
</tr>
<tr>
<td>450</td>
<td>0.3056</td>
<td>0.9283</td>
<td>0.7577</td>
</tr>
<tr>
<td>500</td>
<td>0.2648</td>
<td>0.9036</td>
<td>0.7390</td>
</tr>
<tr>
<td>550</td>
<td>0.2792</td>
<td>0.8918</td>
<td>0.7652</td>
</tr>
<tr>
<td>600</td>
<td>0.3889</td>
<td>0.8729</td>
<td>0.6889</td>
</tr>
<tr>
<td>650</td>
<td>0.2976</td>
<td>0.8677</td>
<td>0.7341</td>
</tr>
<tr>
<td>700</td>
<td>0.3449</td>
<td>0.8729</td>
<td>0.6574</td>
</tr>
<tr>
<td>750</td>
<td>0.3303</td>
<td>0.8394</td>
<td>0.7242</td>
</tr>
<tr>
<td>800</td>
<td>0.3833</td>
<td>0.8446</td>
<td>0.6742</td>
</tr>
<tr>
<td>850</td>
<td>0.2789</td>
<td>0.8418</td>
<td>0.6973</td>
</tr>
<tr>
<td>900</td>
<td>0.4527</td>
<td>0.8037</td>
<td>0.5917</td>
</tr>
<tr>
<td>950</td>
<td>0.3140</td>
<td>0.7791</td>
<td>0.6977</td>
</tr>
<tr>
<td>1000</td>
<td>0.3981</td>
<td>0.7854</td>
<td>0.6574</td>
</tr>
</tbody>
</table>

CONCLUSIONS

In this paper, the influence of the similarity measures on the classification on human physiological states is investigated. After conducting the experiments, these conclusions were achieved:

When classifying the PAMAP2 Physical Activity Monitoring Data Set data, the best case when the compared matrix segment size is 50 time readings.

Frobenius norm and MDTW similarity measure meaning classification showed the similar classification accuracies. The MDTW measure is not suitable when the segment length is very small, because the calculations take a very long period or a much more powerful computer is needed for such a measure.

When using the correlation method when classifying data, small accuracy is achieved.
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