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Abstract: This paper presents results of comparative study of leading Deep Learning frameworks including Theano (with Keras wrapper), Torch, Caffe, Tensorflow, and Deeplearning4J. Detailed results of quantitative assessment of their training and predicting speed as well as resultant classification accuracy are provided.
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1. INTRODUCTION

Fully Connected Neural Network (FCNN). In general, the FCNN networks can be viewed as Feedforward Multilayer Perceptrons. The “feed-forward” term stresses the fact that connections between the units do not form a cycle. This is opposed to the Recurrent Neural Networks where presence of cycles allows introducing into the network certain elements of dynamic behavior that is dependence of the output results on “time”.

The main purpose of FCNN is data classification. As stated by the Universal Approximation Theorem [2], any continuous function (i.e., classifier) can be represented by feed-forward network (i.e., by a multilayer perceptron), with a single hidden layer containing a finite number of neurons. The only problem remains that the theorem does not impose upper limit for the size of the single intermediate layer. Therefore, in practice researchers vary the number of intermediate layers instead.

Recently, there can be an explosion of interests observed to the new methods and software solutions, which capitalize on so-called Deep Learning approaches, methods, and “deep” neural networks of new generation. Such a great interest to the deep neural networks can be partly explained by the fact that since 2009, they have won many official international pattern recognition competitions, achieving the first superhuman visual pattern recognition results in limited domains (see [3] for up-to-date review of the field). Lately, several software frameworks have been developed, which implement different Deep Learning methods. Typically, these frameworks distributed freely and can be used as a core for building up specific software solutions in a wide range of practical scenario. However, it is not obvious which one is best suited for every particular case. The problem of selection is complicated by a number of factors, one of the main of which is the lack of objective quantitative characteristics of available Deep Learning frameworks.

Thus, the purpose of this study was to examine the leading Deep Learning frameworks including Theano with Keras warper [4], Torch [5], Caffe [6], Tensorflow [7], and Deeplearning4J [8] for quantitative assessment of such key characteristics as their speed and classification accuracy. Some other important features are also highlighted. In all the occasions, we limit ourselves here by Fully Connected networks only. It is expected that this work would start a small series of publications, which will cover other network architectures and application issues as well.

Finally, it should be noted that similar to other comparative studies, results are mostly described here not as a plain text but rather presented in form of tables and plots what ease understanding of reported materials for potential readers.

2. INPUT TEST DATA

A MNIST (Mixed National Institute of Standards and Technology) database of handwritten digits [9] was used for testing the five leading Deep Learning FCNN frameworks. It is a large database of handwritten digits, which is commonly used for training various image classification approaches. Nowadays, the database is also widely used for training and testing in the field of Machine Learning. It was created by “re-mixing” the samples from NIST’s original datasets. Furthermore, the black and white images from NIST were normalized to fit into a 28x28 pixel bounding box and anti-aliased, which introduced grayscale levels. Examples of digit images are shown in Fig. 1.

Fig.1 – Examples of MNIST digit images.

The digit images were inputted to the tested neural networks pixel-wise as vectors of 784 elements whose values ranged from 0 to 255.

The purpose of classification task used for testing was to categorize image of every digit to its “true” class.

A total of 60 000 digit images were used as a training set and 10 000 other constituted the test set, which used at the digit prediction (categorization) stage.
3. METHODS

As the title of the paper suggests, the main subjects of this experimental comparative study was the speed of convergence of deep neural networks of FCNN type at the training stage as well as the classification accuracy of trained networks at the prediction stage. Specifically, the quantitative metrics employed include:

(a) Convergence time.
(b) Prediction (classification) time.
(c) Classification accuracy.
(d) The size of source code, which is necessary for description of testing algorithm measured as number of source code lines.

Note that all the computation experiments reported with this study were carried out using CPU. It is planned that results obtained on the same tests using GPU will be published elsewhere later.

For estimation of scalability of examined frameworks, the above (a)-(c) metrics were measured for different scaling factors of FCNN networks. The following two kinds of scaling were applied to networks architecture:

- Varying the network’s “depth” (number of internal layers) with fixed number of neurons in each layer (see Fig. 2).
- Varying the network’s “width” (number of neurons) with fixed number of layers (see Fig. 3).

Fig. 2 – Test-case #1: “in-depth” changes neural network architecture

In experiments with changing of network depth, the following values of control parameters were used:

- Number of internal layers: vary from 1 to 4.
- Number of neurons in internal layers: 100.

In experiments with changing of network width, the following parameters were set:

- Number of neurons in internal layers: subsequently set to 64, 128, 512, 1024.
- Number of internal layers: 1.

Testing of neural networks was done using two different activation functions:

- Hyperbolic tangent (Tanh).
- Rectified linear unit function (ReLU) [10].

4. RESULTS

In Fig. 4-Fig. 6 below we present results of comparison of all five frameworks by the FCNN neural networks training time, the prediction time, and the resultant classification (i.e., digit image recognition) accuracy in case the Tanh nonlinearity function is employed. The number of epochs was set to 10 in all the experiments.

As it can be seen from Fig. 4, the training time is kept within 30 seconds for all number of internal network layers ranging from 1 to 4 in all networks except for Deeplearning4J. In this particular framework the training time has started approximately from 140 seconds in case of 1 layer and permanently grows up to 210 seconds for 4 layers.

Similar pattern of computation expenses are observed for the prediction time as well (see Fig. 5) where Theano (with Keras wrapper), Torch, Caffe, and Tensorflow took less than 0.4 second of time on ordinary personal computer equipped with Intel i7 processor. In the same time, the Deeplearning4J started from 0.75 second in case of 1 layer and steadily increased up to almost 1.1 second for 4 layers.

Contrary to the pretty coherent behavior observed for training time, which is illustrated in Fig. 4-5, the classification accuracy percentages (see Fig. 6)
demonstrate substantially different behavior making choice of the best Deep Learning framework more complicated. Indeed, this time Theano (Keras), Deeplearning4J, and Caffe have achieved reasonably high accuracy starting from 94% (Caffe, 1 layer) and going up to 98% (Theano-Keras, 4 layers). However, former leaders in time competition Torch and Tensorflow unpredictably drop their class prediction accuracy with increasing of the number of networks layers dramatically.

Comparing plots of training time presented in Fig. 4 and Fig. 7 we can immediately infer that patterns of changes of training time depicted by curve shapes are very similar. However, the absolute values of training time in case of ReLU function is nearly twice lower (i.e., better) comparing the case of Hyperbolic tangent (Tanh) nonlinearity function. In contrast, despite some fluctuation in prediction time observed in Fig. 8, which illustrates the use of ReLU, in general, they are reasonably similar to those of Tanh (see Fig. 5).

Next, comparison of the final recognition accuracy provided by networks with Tanh (Fig. 6) and ReLU (Fig. 9) functions reveals that Torch framework changed its behavior cardinally (and more expectedly): its classification accuracy growing up now whereas other framework did not change their predictive abilities seriously.

Finally, since the use of ReLU function has demonstrated better results, the rest part of experiments on the assessing the influence of size of internal network layers was carried out with ReLU nonlinearity function.
Fig. 10 – Training time for FCNN architecture modification “in-width” and ReLU nonlinearity function (lower is better)

As it can be seen from Fig. 10, Deeplearning4J framework has demonstrated much longer time as compared to Theano (Keras), Torch, Caffe, and Tensorflow. In addition, training time of Deeplearning4J growing substantially with increasing number of neurons. In the same time, its competitors keep training time notably lower and almost constant.

Fig. 11 – Prediction time for FCNN architecture modification “in-width” and ReLU nonlinearity function (lower is better)

As for the prediction time (see Fig. 11), all the frameworks showed almost linear dependence on hidden layer size, which are, never the less, differ notably.

Fig. 12 – Classification accuracy (in percents) for FCNN architecture modification “in-depth” and ReLU nonlinearity function (higher is better).

Surprisingly, the final classification accuracy of the major group of frameworks including Theano, Caffe, Tensorflow, and Deeplearning4J was kept high (around 97%) for all examined internal layer sizes ranging from 64 to 1024 neurons (Fig. 12). However, in case of Torch the classification accuracy expressed clear growth with the growing layer size.

The complexity of launching frameworks was measured in lines of source code needed to implement corresponding algorithm as well as their interface programming languages provided in Tab. 1 and Fig 13.

Table.1 – The framework complexity

<table>
<thead>
<tr>
<th>DL Framework</th>
<th>Number of lines of code</th>
<th>Programming language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theano (with Keras)</td>
<td>62</td>
<td>Python</td>
</tr>
<tr>
<td>Torch</td>
<td>165</td>
<td>Lua</td>
</tr>
<tr>
<td>Caffe</td>
<td>110</td>
<td>Protobuf</td>
</tr>
<tr>
<td>Tensorflow</td>
<td>80</td>
<td>Python</td>
</tr>
<tr>
<td>Deeplearning4J</td>
<td>130</td>
<td>Java</td>
</tr>
</tbody>
</table>

Fig. 13 – Framework complexity, which measured as the number of lines of code needed to implement the algorithm (lower is better)

5. CONCLUSION

Results reported with this study allow drawing conclusions formulated below in a qualitative style. In case of any specific interest, corresponding quantitative values can be found in tables and plots above.

(1) As it can be predicted, deepening of the FCNN network, i.e., increasing of the number of network layers for improving the quality of classification leads to certain growth of computation expenses that is increases network training time.

(2) An increase in the number of neurons in hidden layer also requires more training time to achieve given level of classification accuracy.

(3) The use of non-linear activation function ReLU instead of Tanh increases network training speed and the resultant classification accuracy.

(4) During the testing of dependence of classification accuracy on the neural network depth (number of layers), Torch and Tensorflow frameworks have demonstrated somewhat strange behavior. With increase of network depth, their classification accuracy drops down. Such
results can be explained either by incorrect computation of gradients during the network training or by the need for more sophisticated initialization of weighting coefficients and some in-depth knowledge of Torch framework.

(5) According to the results of testing of dependence of classification accuracy on the number of neurons in the internal layer of network, the five examined frameworks joined into 3 following groups:
  - Caffe and Deeplearning4J have unexpectedly dropped in the accuracy with increasing number of neurons.
  - Contrary to the previous group, Tensorflow and Torch have increased the classification accuracy with increasing number of neurons.
  - Theano (with Keras) has demonstrated stable classification accuracy even with reasonably small number of neurons.

(6) Framework Deeplearning4J was the slowest in the network training and prediction. However, we need take into consideration that this framework is currently under development and its training and prediction speed may change in the near future.

(7) Finally, considering all the testing results on speed, classification accuracy and complexity of launching (number of lines of source code), the ranking list by these features will be as follows: Theano (with Keras), Tensorflow, Caffe, Torch, Deeplearning4J.

Having said the above, we need to remember that in general, it is impossible to provide fully objective comparison due to inevitable differences between the frameworks. For instance, counting the necessary lines of source code, we should keep in mind that the interfaces of frameworks under comparison use different programming languages (Python, Lua, Java), whose source lines are not equivalent.
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